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To study the influence of information on the behavior of stock markets, a common strategy in previous studies
has been to concatenate the features of various information sources into one compound feature vector, a
procedure that makes it more difficult to distinguish the effects of different information sources. We maintain
that capturing the intrinsic relations among multiple information sources is important for predicting stock
trends. The challenge lies in modeling the complex space of various sources and types of information and
studying the effects of this information on stock market behavior. For this purpose, we introduce a tensor-
based information framework to predict stock movements. Specifically, our framework models the complex
investor information environment with tensors. A global dimensionality-reduction algorithm is used to
capture the links among various information sources in a tensor, and a sequence of tensors is used to represent
information gathered over time. Finally, a tensor-based predictive model to forecast stock movements, which
is in essence a high-order tensor regression learning problem, is presented. Experiments performed on
an entire year of data for China Securities Index stocks demonstrate that a trading system based on our
framework outperforms the classic Top-N trading strategy and two state-of-the-art media-aware trading
algorithms.
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1. INTRODUCTION

Stock movements are strongly affected by various highly interrelated sources and
types of information that cover a wide range of topics including economics, politics,
and psychology. The traditional Efficient Market Hypothesis (EMH) states that a stock
price is always driven by “unemotional” investors to equal the firm’s rational present
value of expected future cash flows [Fama 1965]. New information related to markets
may change investors’ expectations and cause stock prices to move. In particular, stock
investors are constantly updating their beliefs about the directions of markets as they
receive new information, although they often disagree on the direction of movement.
This disagreement leads to discrepancies between the actual price and the intrinsic
value, with competing market participants causing a stock price to fluctuate around a
stock’s intrinsic value [Rechenthin and Street 2013] (i.e., new information influences
asset prices intricately). However, empirical studies have demonstrated that prices do
not strictly follow random walks [Lo and MacKinlay 1988]. Recent behavioral finance
studies have attributed the nonrandomness of stock movements such as overreactions
to unfavorable news to investors’ cognitive and emotional biases [Long et al. 1990;
Shleifer and Vishny 1997]. Although traditional finance and modern behavioral finance
have opposing views regarding how information affects stock markets, both assume
that new information affects stock movements.

Stock market information can be roughly categorized into quantitative market data
and qualitative descriptions of financial standings. Quantitative analysis is a basic and
powerful tool for both fundamental and technical stock analysts. Specifically, funda-
mental analysts generally attempt to study economic and business data to predict price
trends. They believe that examining fundamentals such as the overall economy, indus-
try conditions, financial conditions, and management capabilities provides insight into
the future directions of stock prices. In contrast, technical analysts examine historical
stock price trends in an attempt to predict future prices, with the belief that stock
markets are cyclical and exhibit specific patterns and that these patterns repeat over
time [Edwards et al. 2012].

Quantitative data, however, cannot entirely convey the limitless variety of finan-
cial standings of firms [Tetlock 2007]. Qualitative information, which is embedded in
textual descriptions provided by news and social media, is actually complementary to
quantitative data in enriching the knowledge of investors. This complementarity is
particularly significant in the era of social media, in which the advent of Web 2.0 tech-
nologies has generated vibrant knowledge creation, sharing, and collaboration among
investors. Stock information is updated rapidly and spreads with unprecedented speed,
thereby providing first-hand information to investors in advance of formal statistical
reports [Luo et al. 2013].

Changes in user engagement in social media including comments, ratings, and votes
enable much more rapid exchanges of information and user interactions. This situation
may lead to herd behavior in investing because investors’ decisions tend to be influ-
enced by the emotions of their peers. In practical computational investing, qualitative
information provided by news articles and social media is quantified using Natural Lan-
guage Processing (NLP) techniques. Typically, a news article is represented as a “bag
of words” (term vector) to capture financial standings [Schumaker and Chen 2009b],
and social media are processed using sentiment analysis to obtain social sentiments
[Bollen et al. 2011].
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Fig. 1. Misclassification by the concatenated vector approach.

Essentially, stock information is multifaceted and interrelated. Event-specific infor-
mation, firm-specific information, and sentiment information are the three primary
sources of information (modes) that affect stock movements. Such complex informa-
tion from various sources is also referred to as a mosaic information space [Francis
et al. 1997], which implies strong interactions among the various information sources.
Modeling the mosaic-like characteristic of investor information and studying the joint
effect of multiple information sources on stock movements remain a challenge in com-
putational analysis, and overcoming this challenge is critical for understanding the
behavior of stock markets.

A common strategy in previous studies has been to concatenate the features of
multiple information sources (or modes) into one compound feature vector, but as the
dimension of the vector increases, solution strategies are subject to the “curse of dimen-
sionality” [Bellman and Dreyfus 1962]. More importantly, in the mosaic approach, the
various information sources are mingled and interact. With a concatenated vector rep-
resentation, each information mode is assumed to be independent, and the contextual
co-occurrence relations among the various information modes are reduced or possibly
eliminated. Figure 1 shows the classification problem of mosaic information. In this
study, a matrix is used to model a simplified investor information environment in which
each row represents one information mode such as firm-specific, event-specific, or sen-
timent information. According to the mosaic information structure, feature patterns
may exist either within an information mode (row) or between modes. More specifically,
the matrix has the following three properties: (1) the sum of each column is 1, (2) the
sum of each row is 2, and (3) the sum of all of the rows is 4. Theoretically speaking,
target case 1 is more similar to target cases 2 and 3 because it possesses all of these
patterns. However, if we remove the mosaic information structure and concatenate the
features of the various information modes into one compound feature vector, target
cases 2 and 3 may also seem similar to the training cases. This apparent similarity
arises because the concatenated vector approach neglects the inherent links among
the various information modes. Pattern (1) and pattern (2) vanish, and only pattern
(3) is preserved. Such information losses cause misclassifications of the target cases.
In addition to capturing these static interconnections among the various modes in one
information matrix, it is important to identify and emphasize the dynamic connections
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among the various modes across a sequence of information matrices. For example, two
news articles released at different times may be textually dissimilar, but both may
contain favorable information regarding the same stock. Moreover, the corresponding
firm-specific data at these two points in time may be similar and may indicate a good
investment opportunity. In this scenario, the semantic similarities of different words
can be enhanced by the similarities in the corresponding firm-specific data. There-
fore, capturing, deducing, and reinforcing the dynamic connections among the various
information modes are critical for predicting future stock trends.

For this purpose, we introduce a generic and scalable tensor-based computational
framework to predict stock movements. Specifically, our framework models the complex
information environment and its intrinsic links with tensors. A Global Dimensionality-
Reduction (GDR) algorithm that captures the static and dynamic interconnections
among the various information sources is presented. A tensor-based learning algorithm
that predicts stock price trends in response to new information is then described. This
framework provides a powerful tool for financial researchers to systematically study
the joint effect of various information sources on stock movements.

In the remainder of this article, Section 2 briefly describes the related work of our
research. Section 3 presents the design details of the proposed tensor-based information
framework. Section 4 examines the effectiveness of the proposed approaches using a
real stock data from the Chinese Stock Index (CSI) 100. This article is concluded with
our findings and speculation on how the current work can be further improved in
Section 5.

2. RELATED WORK

In this section, we evaluate the existing relevant research. We first review what types
of information affect stock volatility and then discuss stock analysis models.

2.1. Information and Stock Volatility

A company’s stock price reflects the value of the anticipated future profits of the com-
pany. Any information that is related to the firm’s fundamentals or that affects in-
vestors’ expectations may cause fluctuations in the stock price.

A number of studies using traditional finance approaches have examined the effects
of quantifiable, firm-specific information such as firm size, cash flow, book-to-market
equity, and historical data on stock price movements. For example, Dechow [1994]
demonstrated that both accounting earnings and cash flows can be used to measure a
firm’s performance as reflected in stock returns. Jegadeesh and Titman [1993] found
that stocks with higher returns in the previous 12 months tended to have higher
future returns. Cheung and Ng [1992] observed that the relationship between stock
price dynamics and firm size (market equity, or ME, which is the stock price multiplied
by the number of shares) was stable, but the strength of the relationship appeared to
change over time. Fama and French [1993] identified three risk factors for returns on
stocks, the overall market, the firm size, and the book-to-market equity ratio (BE/ME),
which is the ratio of the book value of the common equity to its market value.

Recent studies in behavioral finance have demonstrated that investment decisions
are affected by the emotional impulses of investors [Li et al. 2014b]. In particular,
the decisions of investors regarding stock prices are based less on fundamentals than
traditional financial theories would suggest [Shleifer and Vishny 1997], and beliefs
about future cash flows and investment risks are affected by emotions rather than by
facts [Long et al. 1990]. Tetlock et al. [2008] demonstrated that negative sentiments
expressed in news reports regarding Wall Street could be used to forecast decreases in
firm earnings.
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The importance of investor emotions has led to a burgeoning area of research into
the effects of social media including news reports, discussion boards, Twitter posts
(“tweets”), and micro-blogs on stock markets. For example, Frank and Antweiler [2004]
extracted the positive (“bullish”) and negative (“bearish”) sentiments expressed in Ya-
hoo! Finance postings and concluded that the effect of financial discussion boards on
stocks was statistically significant. Schumaker and Chen [2009b] experimented with
several textual news representation approaches including bags of words, noun phrases,
proper nouns, and name entities to study the effect of breaking news on stock move-
ments. Gilbert and Karahalios [2010] reported that increased levels of anxiety, worry,
and fear produced downward pressure on the Standard and Poors (S&P) 500 index.
Bollen et al. [2011] examined the use of public sentiment expressed via Twitter posts
to forecast stock movements. Xu and Zhang [2013] found that Wikipedia enriched the
information environment of investors and affected stock movements. Yu et al. [2013]
demonstrated that social media had a stronger relationship to stock performance than
did conventional media. Luo et al. [2013] studied the use of social media to predict firm
equity values and found that blogs and consumer ratings were the most significant indi-
cators of firm equity value. Zheludev et al. [2014] examined the relation between social
sentiments and stock prices using mutual information analysis and Twitter posts. Li
et al. [2014a, 2014b] measured public sentiment by observing the interactive behaviors
of investors on social media and studied the effect of firm-specific news on stock prices
and public sentiment.

Table I summarizes a representative sample of previous studies, indicating their foci,
information sources, analysis models, and experimental approaches. The evidence sug-
gests that stock markets are strongly affected by various types of highly interrelated
information. However, few studies have examined the joint effects of these information
sources on stocks or provided a generic and scalable information framework to system-
atically study the relationships between stock movements and new information.

2.2. Stock Analysis Models

There are two main approaches to the analysis of the effect of new information on stock
movements.

Financial researchers typically apply linear regression models to analyze the causes
of stock movements. For example, Fama and French [1993] applied a time-series re-
gression model to study the effects of the overall market, firms, and BE/ME on stock
prices. Tetlock et al. [2008] analyzed the relationship between news reports and stock
prices using a linear regression model. Yu et al. [2013] studied the effects of social and
conventional media on firm equity value using a revised version of the four-factor model
proposed by Fama and French. These studies focused on linear correlations between
information and stock prices.

Computer science offers alternative methods for analyzing the nonlinear relations
between stock movements and new information through various artificial intelligence
techniques. For example, Mittermayer and Knolmayer [2006] represented each news
report as a term vector. Support Vector Machine (SVM) and K-Nearest Neighbor
(KNN) methods were applied to study the effect of news reports on stock movements.
Schumaker and Chen [2009b] predicted future stock prices based on breaking
news and historical stock prices using a Support Vector Regression (SVR) model.
Lavrenko et al. [2000] proposed a Relevance Language Model (RLM) to associate
stock price trends with news stories. Wang et al. [2012] studied the relation between
news and stocks using a hybrid predictive model based on both ARIMA and SVR.
Bollen et al. [2011] measured public sentiment expressed in Twitter posts and used
this indicator to forecast stock price trends with Self-Organizing Fusion Neural
Networks (SOFNNs). However, these studies all used vector-based approaches that
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Fig. 2. System overview.

concatenated the features of multiple information sources into one compound feature
vector. Such information linearization reduces or ignores the intrinsic associations
among the various information sources. In this study, we represent the complex
information that is available to investors using tensors, and we apply a tensor-based
information framework to capture the nonlinear relation between new information
and stock movements. This framework uses two innovative tensor-based approaches,
global dimensionality reduction and tensor-based regression learning, to capture and
emphasize the static and dynamic relations among several information sources and to
study their joint effect on stock movements.

3. TENSOR-BASED INFORMATION FRAMEWORK

In this study, we propose a tensor-based information framework to investigate the effect
of information on stock markets, particularly the joint effect of several information
sources. Figure 2 presents an overview of the tensor-based information framework.
The tensor constructor models the complex information environment that is available
to investors in terms of three types of information (i.e., event-specific, firm-specific, and
sentiment information). Event-specific information is obtained from daily news articles,
and public sentiment with regard to investing is extracted from financial discussion
boards. This information and firm-specific data are processed with a tensor transformer
to remove noise and capture intrinsic associations among the three information modes.
The transformed information tensors are used with a tensor-based model to predict
future stock trends.

3.1. Investor Information Modeling

Various information factors that affect stock movements have been extensively studied
in the past. Traditional finance focuses predominantly on the long-term effect of firm-
specific factors [Cheung and Ng 1992; Fama and French 1993; Jegadeesh and Titman
1993; Dechow 1994], whereas modern behavioral finance concentrates on the short-
term effects caused by public sentiment and current events [Frank and Antweiler
2004; Tetlock et al. 2008; Schumaker and Chen 2009b; Gilbert and Karahalios 2010;
Bollen et al. 2011; Li et al. 2014b]. It is critical to model the multidimensional relations
in this complex information environment to inform investors and to study the joint
effect of various information sources on stock trends. In this study, we represent the
investor information environment using three types of information, referred to as the
firm-specific, event-specific, and sentiment modes.

• Firm-specific mode: In essence, a firm’s stock price reflects its intrinsic value. We
selected five attributes of a company to capture its future business value; each
attribute has been shown to have some degree of predictive value in previous studies
[Fama and French 1993; Li et al. 2014a, 2014b]. These attributes were the stock
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Table II. Description of Notations

Symbol Description
x a vector (boldface lower-case letter)
X a matrix (boldface captial letter)
X a tensor (script letter)
I1, . . . , IM the dimensionality of mode 1, . . . , M
yi |Mi=1 a sequence of M numbers, i.e., {y1, . . . , yM}
Ui |Ni=1,Xi |Ni=1 a sequence of N matrices or tensors
||X|| the norm of a matrix X

price, the trading volume, the turnover, the price-to-earnings (P/E) ratio, and the
price-to-book (P/B) ratio.

• Event-specific mode: Previous studies have demonstrated that news articles play an
important role in determining short-term stock movements [Tetlock et al. 2008; Schu-
maker and Chen 2009b; Li et al. 2014b]. With new information, stock investors are
constantly updating their beliefs about the directions of stock prices. The influence
of news has two aspects, fundamentals and emotions. News articles enrich investors’
knowledge by conveying a more comprehensive view of a firm’s financial standing
than is provided by a firm’s characteristics alone. The optimism or pessimism of
news articles may affect the emotions of irrational investors. Therefore, we use news
articles as event-specific information factors (Section 3.4). Specifically, each news
article is represented using a term vector in which each entry is a weighted noun
and sentiment word.

• Sentiment mode: With technological advancements that facilitate interactions among
users, social media are becoming increasingly popular and provide an important
platform to share opinions or feelings among investors. In actuality, investors may
be irrational, tending to be influenced by emotions and their peers, which can lead to
herd behavior in investments [Long et al. 1990; Shleifer and Vishny 1997]. Previous
studies have presented an effective method for capturing social sentiment by tracking
variations in the frequency of emotion-related words in social media [Bollen et al.
2011; Yu et al. 2013; Luo et al. 2013; Li et al. 2014b]. In this study, we tracked
social sentiment regarding single stocks (stock mood) and the entire market (market
mood). The details of the methodology for tracking the market and stock moods are
presented in Section 3.4.

To preserve the multifaceted and interrelated characteristics of investor information,
we modeled the information using a tensor representation. Investor information at
time t is represented with a 3rd-order tensor Xt. Essentially, a tensor is a mathematical
representation of a multi-dimensional array. A vector is a first-order tensor, and a
matrix is a second-order tensor. More details on tensor algebra can be found in Kolda
and Bader [2009]. In the following, we use x to denote a vector, X to denote a matrix,
and X to denote a tensor. Table II presents the notation used in this study.

Figure 3 illustrates an example of a 3rd-order tensor, Xt ∈ R
I1×I2×I3 , representing the

three-way relations of firm-specific, event-specific, and sentiment information at time
t. The variables I1, I2, and I3 are the numbers of firm-specific features, event-specific
features, and sentiment features, respectively. The significance of the elements ai1,i2,i3
of tensor Xt is as follows:

• ai1,1,1, 1 ≤ i1 ≤ I1, denotes the firm-specific information feature values;
• a2,i2,2, 1 ≤ i2 ≤ I2, denotes the event-specific information feature values;
• a3,3,i3 , 1 ≤ i3 ≤ I3, denotes the sentiment information feature values; and
• other elements are set to zeros originally.

Thus, investor information can be represented by a sequence of tensors rather than
a sequence of concatenated vectors, as was used in previous studies. Each dimension of
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Fig. 3. Investor information environment via tensor representation. A snapshot of information stream
at time t is 3rd-mode data tensor Xt. Tensor decomposition and reconstruction is applied to reduce the
dimensionality and reinforce the intrinsic links of different information modes.

a tensor represents a subspace of one information mode, and the complementary mode
subspaces are able to reflect the multidimensional relations present among them. The
corresponding stock trend indicator, namely, the future stock price at time i, is denoted
as yi|N

i=1.

3.2. Tensor Transformation

Given the tensor representation of investor information, a tensor decomposition and
reconstruction technique is applied to reduce the dimensionality and derive the latent
relations among the three information modes. The two most popular tensor decomposi-
tion methods are CP and Tucker decomposition [Kolda and Bader 2009]. However, both
decomposition approaches focus on the geometric structure of a single tensor without
considering the entire tensor sequence. Although both methods are able to identify the
nonlinear structural information contained in multiple information modes in a tensor,
they fail to capture the dynamic connections among multiple modes across a sequence
of information tensors.

In this study, we introduce a GDR method that identifies the intrinsic connections
among several information sources from the geometric structure of both a single tensor
and a sequence of tensors. This identification is achieved by adjusting the factor ma-
trices in the tensor subspace with two additional criteria. Specifically, for two tensors
with similar stock prices, their decomposed factor matrices in each tensor subspace are
adjusted to be similar. To avoid overadjusting, the variances of these adjusted factor
matrices are maximized in each tensor subspace sequence. Figure 4 illustrates the GDR
of a tensor sequence, and Table III gives the details of the proposed GDR algorithm.

This algorithm first decomposes a tensor Xi into Ci ×1 Ui
1 ×2 Ui

2 ×3 Ui
3 using the

Tucker decomposition [Kolda and Bader 2009]. Here, each factor matrix Ui
k describes

one distinct facet of the investor information space (i.e., firm, event, or sentiment
information). The core tensor Ci indicates the strengths of the relations among the
three facets represented by a tensor Xi.
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Fig. 4. GDR illustration.

Following Tucker decomposition, Ui
k|N

i=1 is further adjusted to preserve the global
geometric structure of each information mode in the tensor sequence. For this purpose,
we minimize the following objective function to obtain a correction factor Vk ∈ R

Ik×Jk,
where Jk ≤ Ik, to adjust the original factor matrix sequence Ui

k|N
i=1.

min
Vk

J(Vk) =
∑N

i=1
∑N

j=i

∥∥VT
k Ui

k − VT
k U j

k

∥∥2
wi, j∑N

i=1

∥∥VT
k Ui

k

∥∥2di,i

. (1)

In Equation (1), di,i are elements of the matrix D, a diagonal matrix in which the
diagonal entries are column sums of W (i.e., di,i = ∑N

m=1 wm,i), and W is a weighting
matrix that captures the geometric structure of a tensor sequence Xi|N

i=1. Essentially,
W is an upper triangular matrix in which wi, j |N

i=1,i≤ j indicates the proximity of two
tensors in the tensor sequence and wi, j |N

i=1,i> j is zero. Here, the proximity of two tensors
is weighted using

wi, j =
{

1, if i ≤ j and |yi − yj |/yj ≤ 5%
0, otherwise.

(2)

In preliminary experiments, the performance was relatively robust when the threshold
was between 5% and 10%. We set the threshold to 5% without loss of generality. In
Equation (2), ||.|| is the Frobenius norm of the tensor and is defined as

||A||2 =
m∑

i=1

n∑
i= j

|ai, j |2 = trace(AAT ). (3)

In Tucker decomposition, the factor matrix Ui
k preserves only the intrinsic asso-

ciations among the various information modes within the tensor Xi. To capture the
dynamic connections among the various modes over time, the objective function J(Vk)
is optimized to determine a correction factor Vk to adjust Ui

k|N
i=1. The purpose of the

objective function is to minimize the differences in the values of the k-model matrices,
whose corresponding stock prices are similar, while attempting to retain the original
properties of the matrices in mode k. Specifically, ||VT

k Ui
k−VT

k U j
k||2wi, j serves to correct

Ui
k|N

i=1 by Vk to minimize the differences between matrices Ui
k and U j

k. The difference
between Ui

k and U j
k is measured in term of the variance between their corresponding
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stock price yi and yj as defined in Equation (2). To avoid overadjusting similar factor
matrices in Ui

k|N
i=1, it is necessary to retain the original geometric structure of infor-

mation mode k. That is, the variance of the factor matrices in each mode should be
maximized. In general, the variance of a discrete random variable x is defined as

var(x) =
∑

(xi − μx)2 pi, μ =
∑

xi pi, (4)

where μ is the expected value of x, and pi is the probability.
We assume that VT

k Uk is a random variable in the tensor subspace and that it has
a mean of zero. The probability pi can be estimated from the diagonal matrix D using
spectral graph theory [Chung 1997]. Thus, the weighted variance of the factor matrices
in mode k is estimated as

var
(
VT

k Uk
) =

N∑
i=1

∥∥VT
k Ui

k

∥∥2di,i. (5)

Let Ai = VT
k Ui

k be Ai, so the objective function for information mode k can be rewrit-
ten as follows:

J(V) =
∑N

i=1

∑N
j=i ||Ai − A j ||2wi, j∑N
i=1 ||Ai||2di,i

=
∑N

i=1

∑N
j=i trace(Ai − A j)(Ai − A j)T wi, j∑N

i trace(AAiT )di,i

=
∑N

i=1

∑N
j=i trace(AiAiT + A jA jT − AiA jT − A jAiT )wi, j∑N

i trace(AAiT )di,i

=
trace

(
A1A1T ∑N

j=1 w1, j + A2A2T ∑N
j=2 w2, j . . . + ANANT ∑N

j=N wN, j − ∑N
i=1

∑N
j=i AiA jT wi, j

)
trace

(∑N
i AAiT di,i

)

=
trace

(∑N
i=1 AiAiT di,i − ∑N

i=1

∑N
j=i AiA jT wi, j

)
trace

(∑N
i AAiT di,i

) . (6)

Let DU = ∑N
i=1 di,iUiUiT and WU = ∑N

i=1
∑N

j=i wi, jUiU jT . The objective function can
then be rewritten as

J(V) =
trace

(∑N
i=1 VT UiUiT Vdi,i − ∑N

i=1
∑N

j=i VT UiU jT Vwi, j

)
trace

(∑N
i VT UiUiT Vdi,i

)

=
trace

(
VT

(∑N
i=1 di,iUiUiT

)
V − VT

(∑N
i=1

∑N
j=i wi, jUiU jT

)
V

)
trace

(
VT

(∑N
i di,iUiUiT

)
V

)

= trace
(
VT DU V − VT WU V

)
trace

(
VT DuV

) . (7)

Without constraints, there are several solutions to this optimization problem. There-
fore, we add a normalization constraint, namely, trace(VT DuV) = 1. The optimization
problem is then

min J(V) = trace
(
VT DU V − VT WU V

)
s.t. trace

(
VT DuV

) = 1.
(8)
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Table III. Algorithm: Global Dimensionality Reduction of a Tensor Stream

Input: The training tensor stream Xi |Ni=1 ∈ R
I1×I2×I3 and the associated indicators yi |Ni=1 ∈ R.

Output: The mapped tensor steam X̄i |Ni=1 ∈ R
J1×J2×J3 , where Jk ≤ Ik.

Step 1: Calculate the weight matrix W;
Step 2: From k = 1 to 3
Step 3: From i = 1 to N
Step 4: Decompose the original tensor Xi into Ci ×1 Ui

1 ×2 Ui
2 ×3 Ui

3 by Tucker decomposition;
Step 5: End

Step 6: DUk =
N∑

i=1
di,iUi

kUiT
k ;

Step 7: WUk =
N∑

i=1

N∑
j=i

wi, jUi
kUiT

k ;

Step 8: Obtain Vk by solving (DUk − WUk)Vk = λDUkVk;
Step 9: End;
Step 10: From i = 1 to N
Step 11: X̄i = Ci ×1

(
VT

1 Ui
1
) ×2

(
VT

2 Ui
2
) ×3

(
VT

3 Ui
3
)
;

Step 12: End.

To optimize J(V), we construct a Lagrangian function L and optimize J(V) by taking
the partial derivative of L with respect to V [Bellman 1956].

L(V) = trace
(
VT DU V − VT WU V

) − λ
(
trace

(
VT DuV

) − 1
)
. (9)

Because DT
U = ∑N

i=1 di,i(UiUiT )T = ∑N
i=1 di,iUiUiT = DU , and WT

U = WU , it follows
that

dL(V)
dV

= (
VT (DU − WU )

)T + (DU − WU )V − λ
((

VT DU
)T + DU V

)
= (

(DU − WU )T + DU − WU
)
V − λ

(
DT

U − DU
)
V

= 2(DU − WU )V − 2λDU V
= 0. (10)

The correction matrix V can be calculated from

(DU − WU )V = λDU V. (11)

For information mode k, we calculate Vk using Equation (11). Thus, tensor Xi ∈
R

I1×I2×I3 is mapped onto a lower-dimensional tensor X̄i ∈ R
J1×J2×J3 , where X̄i = Ci ×1

(VT
1 Ui

1)×2 (VT
2 Ui

2)×3 (VT
3 Ui

3). Table III presents a summary of the GDR algorithm. This
algorithm not only identifies the latent relationships among the various information
modes in a tensor but also reshapes the factor matrices by propagating and reinforcing
their correlations over time.

3.3. Tensor-based Predictive Model

Predicting stock trends using new information is in essence a supervised learning prob-
lem. In our approach, the investor information space is modeled with a tensor sequence
{X1,X2, . . . ,XN}, and the corresponding stock trend indicator, namely, the future stock
price, is denoted as yi. Our goal is to determine the nonlinear relations between Xi|N

i=1
and yi|N

i=1. This is essentially a high-dimensional regression problem. In the remainder
of this section, we first explain the proposed tensor regression learning algorithm us-
ing 2nd-order tensors and then extend this algorithm to higher-order tensors. We begin
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by determining a 2nd-order tensor mapping function f (X ) that differs by at most ε
deviation from the target yi (i.e., we will accept differences only if they are less than ε).

Definition 3.1 (Second-Order-Tensor-Regression Learning Problem). Given a set of
training data {(X1, y1), (X2, y2), . . . , (XN, yN)}, where the 2nd-order tensor (matrix) Xt ∈
R

I1×I2 denotes the input patterns and yt ∈ R is the output that is associated with Xt,
determine a 2nd-order tensor mapping function f (X) = uT Xv + b with u ∈ R

I1 , v ∈ R
I2 ,

and b ∈ R having an error no greater than ε from the targets for all training data and
with the least complexity.

This definition is analogous to that of SVR models [Smola and Schölkopf 2004].
Essentially, SVR is a special case of our model in which the input data are 1st-order
tensors (vectors). The mapping function f (X) can be rewritten using the inner product
(i.e., f (X) = <X, uvT> + b). Consequently, the model complexity can be measured by
||uvT ||. The complexity should be minimal to allow generalization ability to new data
[Smola and Schölkopf 2004]. Thus, this regression learning problem is transformed
into a convex optimization problem:

min
u,v,b

J(u, v, b) = 1
2

||uvT ||2

subject to

{
yi − <Xi, uvT> − b ≤ ε,

<Xi, uvT> + b − yi ≤ ε.
(12)

It is assumed that a mapping function, f (X), that approximates each pair (Xi, yi) with
an error less than ε exists. To improve generalizability, the model is permitted to
tolerate some outliers that have a mapping error greater than ε. Therefore, similar to
the “soft margin” loss function employed in SVM models [Cortes and Vapnik 1995], we
introduce slack variables ξi, ξ

∗
i to allow for the presence of some outliers in the training

data and minimize the sum of the errors incurred by these outliers. The optimization
problem can be expressed as

min
u,v,b,ξi ,ξ

∗
i

J(u, v, b, ξi, ξ
∗
i ) = 1

2
||uvT ||2 + C

N∑
i=1

(ξi + ξ ∗
i )

subject to

⎧⎪⎨
⎪⎩

yi − <Xi, uvT> − b ≤ ε + ξi,

<Xi, uvT> + b − yi ≤ ε + ξ ∗
i ,

ξ ∗
i , ξi ≥ 0, i = 1, . . . , N,

(13)

where C is a positive constant that is used to control the adjustment between the
model complexity and the degree to which deviations larger than ε are tolerated. This
optimization problem can be solved using an iterative algorithm [Cai et al. 2006]. Let
u = (1, . . . , 1)T , xi = XT

i u, and β1 = ||u||2. Then, v can be computed by solving the
following optimization problem:

min
v,b,ξi ,ξ

∗
i

J(v, b, ξi, ξ
∗
i ) = 1

2
β1||v||2 + C

N∑
i=1

(ξi + ξ ∗
i )

subject to

⎧⎪⎨
⎪⎩

yi − vT xi − b ≤ ε + ξi,

vT xi + b − yi ≤ ε + ξ ∗
i ,

ξ ∗
i , ξi ≥ 0, i = 1, . . . , N.

(14)
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Table IV. Algorithm: Tensor-based Regression Learning

Input: The training tensor stream Xi |Ni=1 ∈ R
I1×I2×I3 and the associated indicators yi |Ni=1 ∈ R.

Output: The parameters in tensor function f (X ) = X ×1 W1 ×2 W2 ×3 W3 + b,
i.e., Wk|3k=1 ∈ R

Ik , and b, and corresponding slack variables ξi |Ni=1 ∈ R, ξ∗
i |Ni=1 ∈ R.

Parameters: User-specified parameters C, ε

Step 1: Set Wk|3k=1 equal to random unit vectors in R
Ik ;

Step 2: Do steps 3-7 iteratively until convergence;

Step 3: From m = 1 to 3

Step 4: Set βk,k�=m = ||Wk||2, xi,1≤i≤N = Xi
∏k�=m

1≤k≤3 ×kWk;

Step 5: Obtain Wm by optimizing

min
Wk,b,ξ,ξ∗ J(Wk, b, ξ, ξ∗) = 1

2
∏k�=m

1≤k≤3 βi ||Wm||2 + C
∑N

i=1(ξi + ξ∗
i )

s.t.

⎧⎪⎨
⎪⎩

yi − WT
mxi − b ≤ ε + ξi

WT
mxi + b − yi ≤ ε + ξ∗

i

ξ∗
i , ξi ≥ 0, i = 1, . . . , N

Step 6: End
Step 7: Objective function convergence check.
Step 8: End

Once v is obtained, let β2 = ||v||2, and x̂i = Xiv. The vector u can be obtained by solving
the following optimization problem:

min
u,b,ξi ,ξ

∗
i

J(u, b, ξi, ξ
∗
i ) = 1

2
β2||u||2 + C

N∑
i=1

(ξi + ξ ∗
i )

subject to

⎧⎪⎨
⎪⎩

yi − uT x̂i − b ≤ ε + ξi,

uT x̂i + b − yi ≤ ε + ξ ∗
i ,

ξ ∗
i , ξi ≥ 0, i = 1, . . . , N.

(15)

This iterative procedure to update u and v is performed until the objective function
converges. Note that the optimization problems presented in Equations (14) and (15)
are standard SVR problems. Any computational method for SVR can be used. As men-
tioned earlier, the GDR algorithm propagates and reinforces the correlations in each
information mode across the timeframe while retaining the intrinsic relations among
the various information modes in the tensor. In contrast, the iterative optimization
procedure used in regression learning iteratively disseminates and strengthens the
connections between each pair of information modes. These approaches facilitate our
study of the joint effects of multiple information modes on stock prices. Details of the
regression learning algorithm can be found in Appendix B.

The iterative optimization method and the regression learning algorithm for 2nd-
order tensors (matrices) can be directly extended to 3rd-order or higher-order tensors.
Table IV describes the generalized tensor-based regression learning algorithm.
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Table V. Features

Information mode Features
Firm stock price, trading volume, turnover, P/E ratio, P/B ratio.
Event noun, sentiment word.
Sentiment optimistic mood of a stock (M+

s ), market optimistic mood (M+),
pessimistic mood of a stock (M−

s ), market pessimistic mood (M−),
stock sentiment intensity (Is), market sentiment intensity (I).

3.4. Feature Extraction

The investor information is represented with tensors using three information modes:
firm-specific, event-specific, and sentiment information. The features of each informa-
tion mode used in this study are summarized in Table V. In this section, we first describe
the features that reflect the intrinsic value of a firm. Next, we present a method for
quantifying news articles to construct the event-specific information mode. In addition,
we introduce a method to capture social sentiment from financial discussion boards to
form the sentiment information mode.

Firm-specific features reflect the intrinsic value of a listed firm and can be obtained
from a professional securities information database. We used the China Stock Market
and Accounting Research (CSMAR) database. Based on previous studies [Fama and
French 1993; Li et al. 2014a, 2014b], five firm-specific features were used to capture
the future business value of a firm:

• Stock price: The price of a single share of the publicly traded shares of a company;
the stock price is the highest price someone is willing to pay for the stock or the
lowest price that it can be bought for.

• Trading volume: The number of shares or contracts that are traded in the capital
markets during a given period of time; a higher volume for a stock is an indicator of
higher liquidity.

• Turnover: The total value of stocks traded during a specific period of time; the higher
the share turnover is, the more liquid the share of the company.

• Price-to-earnings (P/E) ratio: The valuation ratio of a company’s current share price
compared to its per-share earnings; generally, stocks with higher (or more certain)
forecast earnings growth have a higher P/E, and those expected to have lower (or
riskier) earnings growth have a lower P/E.

• Price-to-book (P/B) ratio: The stock’s market value relative to its book value, calcu-
lated by dividing the current closing price of the stock by the latest quarter’s book
value per share; a lower or higher P/B ratio could indicate that the stock is under- or
overvalued.

For the event-specific mode, we represent a news article as a term vector in which
each entry is a weighted noun or a sentiment word in the article, as in Li et al. [2014b].
This textual representation is referred to as a bag-of-words model. These models have
been widely used in NLP and information retrieval. Rather than using all of the words
in an article, we use only selected nouns and sentiment words because the influence of
news articles on stocks is determined by the information that is related to fundamentals
and sentiments. We assume that nouns convey the state of a firm’s fundamentals and
that sentiment words represent the subjective orientation (i.e., tone) of a news article.

In this study, FNLP, a state-of-the-art lexical analysis system for the Chinese lan-
guage,1 was applied to extract proper nouns from news articles. Sentiment words were
detected according to a finance-specific sentiment word list used by Li et al. [2014b].
After extracting nouns and sentiment words to represent an article as a term vector,

1FNLP is developed by Fudan University and accessible at http://code.google.com/p/fudannlp/.
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the weight of each term, which indicates its topical importance, was measured using
the standard TF/IDF weighting schema used in Baeza-Yates and Ribeiro-Neto [1999]
and Li et al. [2010, 2014b].

For the sentiment mode, public moods were extracted from the financial postings in
social media. Previous studies have captured public moods from user activities [Szabo
and Huberman 2010] and online content [Mishne and De Rijke 2006; Li et al. 2014b]. In
this study, we followed the approach proposed by Li et al. [2014b], which has been shown
to be effective in capturing investors’ moods from social media. In particular, two types
of social sentiment were evaluated. One type was popular sentiment regarding single
stocks (stock mood) and the other type was popular sentiment regarding the overall
market (market mood). Each mood consisted of three features: optimism, pessimism,
and sentiment intensity.

An optimistic or pessimistic mood regarding a stock or the market was calculated
using the fraction of positive or negative words and adjusted according to the posting
importance and publication date, similar to the approach used in Li et al. [2014b].
Specifically, an optimistic mood (M+

s ) for stock s is measured as

M+
s =

τ∑
i=0

K∑
j=0

Pi, j

Li, j
× Wj × Ti, (16)

where Pi, j denotes the number of positive words in an online posting j on the ith day
after the date of release, Li, j is the total number of words in posting j on the ith day,
Wj represents the importance of posting j, and Ti is the time factor, which reflects
the diminishing influence of older postings on sentiments. The posting weight Wj was
applied to differentiate the level of influence of the postings. Intuitively, influential
postings are those whose contents are read or discussed by a large number of readers.
Therefore, we calculated the weight from the number of users viewing a posting (i.e.,
clicks),

Wj = c j

maxt′ ct′
, (17)

where c j is the number of clicks for posting j and maxt′ct′ denotes the largest number of
clicks on the day of publication of posting j. Because the influence on public sentiment
wanes after several days [Tetlock et al. 2008], the time factor Ti was defined to adjust
the degree of influence of a posting with the time elapsed since the date of publication,
i.e.,

Ti = e−i/β, (18)

where β is a constant that adjusts the time attenuation scale and was set to 20 to sim-
ulate the attenuation for the average number of work days in a month. Consequently,
the positive market mood (M+) is a weighted sum of the optimistic stock mood for the
stocks of the firms listed in the market:

M+ =
k∑

i=0

M+
s × ni

maxi′ ni′
, (19)

where ni is the total number of posting for stock s and maxi′ni′ denotes the largest
number of postings regarding stock (i′) in the market. A pessimistic mood (M−

s ) for
stock s and a negative market mood (M−) can be defined similarly.
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The sentiment intensity is the difference between the optimistic mood and the pes-
simistic mood. The intensity can be measured as

I = M+ − M−

M+ + M− , (20)

Is = M+
s − M−

s

M+
s + M−

s
, (21)

where I denotes the sentiment divergence of the entire market and Is is the sentiment
divergence for stock s.

4. EXPERIMENTS

The goal of our experiments was to examine the effectiveness of the proposed tensor-
based information framework, particularly the ability to capture the joint effect of
multiple information sources on stock movements. This tool can improve our under-
standing of financial markets. Questions of particular interest include the following:

• What are the joint effect of multiple information sources on stock markets? Do
multiple sources strengthen or neutralize each other’s influence? Clear answers to
these questions would provide an important guideline for developing an efficient
media-aware trader.

• Typically, social sentiment represents popular attitudes regarding investments, and
news articles reflect professional views. What is the combined effect of these poten-
tially conflicting viewpoints? Does social sentiment reduce the effect of asymmetric
information in stock markets? Answers to these questions would facilitate a bet-
ter understanding of investors’ behaviors, in particular herd behavior [Avery and
Zemsky 1998].

We used data from stock markets in Mainland China. Because market makers are
not permitted in Chinese markets, this study was able to evaluate stock movements
in response to various types of market information free from the effects of trades by
market makers.

4.1. Experimental Setup

In our experiments, we used stock market data provided by Li et al. [2014b]], which we
extended with some additional information. In particular, our data consisted of three
sets, each of which corresponded to one information mode.

• Event-specific data set: News reports can cause price fluctuations in relevant stocks.
This dataset contained 124, 470 financial news articles related to the 100 companies
listed in the CSI 100. These news articles were gathered from 72 Chinese finan-
cial websites during the period between January 1, 2011 and December 31, 2011.
This dataset was constructed by querying the search engines Baidu and Google,
specifying data ranges and websites to locate news articles with company names,
abbreviations, or stock number IDs. The collected news articles were obtained from
the 72 reputable Chinese financial websites including finance.sina.com.cn, fi-
nance.caixin.com, and finance.people.com.cn. We applied a bloom filter to detect
and remove duplicate news articles [Jain et al. 2005] and retained the news articles
with company name in the title, which reduced the number of retrieved articles [Tet-
lock et al. 2008].

• Social sentiment dataset: This dataset contained discussion threads from two premier
financial discussion boards in China, www.sina.com and www.eastmoney.com. These
two websites have more than 20 million visitors per day, who generate an enormous
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Fig. 5. Predictive outlook window.

number of postings, votes, and user clicks. On both websites, each listed firm has its
own discussion board. A crawler was applied to collect the postings related to each
CSI 100-listed firm posted between January 1 and December 31, 2011.

• Firm-specific dataset: This dataset contained the financial statuses of CSI 100 com-
panies between January 1, 2010, and December 31, 2011. The data included stock
prices, trading volumes, turnovers, P/E ratios, and P/B ratios.

The data were divided into two sets, a training set and a testing set. The first 9 months
of data were used for training the model, and the last 3 months of data were used for
the model evaluation and investment experiments. Because the CSI 100 list is updated
twice a year, the experiments included only the companies listed during the entire year
of 2011. During the evaluation period, the CSI index decreased by 5.21%; specifically,
46.12% of stocks increased, 49.53% decreased, and 4.35% remained unchanged.

4.2. Metrics

The directional accuracy (DA) and the error in the predicted value are two primary
metrics used to evaluate the performance of trading strategies [Schumaker and Chen
2009b]. The DA measures the upward or downward change in the predicted stock price
compared to the actual change in the stock price. Because predictions may be close in
value but in the wrong direction, an error metric was used to evaluate the difference
between the predicted and actual stock prices, the Root Mean Squared Errors (RMSE).
The directional accuracy and the RMSE are defined as follows:

DA = S
N

, RMSE =
√∑N

i=1(Pi − Ri)2

N
, (22)

where S is the number of predictions in which the predicted price and the actual stock
price have the same movement direction. Pi is the predicted price at the ith prediction,
Ri is the actual stock price at the ith prediction, and N is the total number of predictions.

4.3. Prediction Horizon

A theoretical 20-minute time window was used in previous studies. This window im-
plies that the optimal horizon for predicting stock values is approximately 20 minutes
following the introduction of new information [Gidofalvi 2001; Li et al. 2014a; Schu-
maker and Chen 2009a]. As shown in Figure 5, our results indicated that the best
predictive performance was achieved at the 26th minute after the release of a news
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Fig. 6. Comparison (vector vs. tensor).

item. This finding agrees with previous research, which observed that there is a lag
between the time new information is introduced and the time at which the stock mar-
ket corrects itself to a new equilibrium [LeBaron et al. 1999]. As in Li et al. [2014b],
we determined the optimal horizon based on the directional accuracy rather than the
RMSE. This choice was made because the investment performance (Section 4.8) relies
heavily on the directional accuracy.

4.4. Effectiveness of the Tensor Model

The advantage of the proposed tensor-based framework over previous approaches using
concatenated vectors is the ability to model multifaceted factors and their intrinsic
relationships. To investigate the effectiveness of the proposed approach, we compared
our tensor-based approach with the following vector-based approaches:

• DT: The CART decision tree algorithm2 was directly applied to the original concate-
nated vector, which consisted of firm-specific, event-specific, and sentiment informa-
tion features, to predict future stock prices.

• NN: A Back-Propagation (BP) neural network3 was directly applied to the original
concatenated vector, which consisted of firm-specific, event-specific, and sentiment
information features, to predict future stock prices.

• SVR: SVR was directly applied to the original concatenated vector, which consisted
of firm-specific, event-specific, and sentiment information features, to predict future
stock prices.

• PCA+SVR: The linear dimensionality-reduction technique Principle Component
Analysis (PCA) was applied to the original concatenated vector. SVR was used on
this reduced-dimension vector to predict future stock prices.

• ISOMAP+SVR: The nonlinear dimensionality-reduction technique ISOMAP was
applied to the original concatenated vector. Then, SVR was used on the reduced-
dimension vector to predict future stock prices.

Figure 6 shows the performance of these methods in terms of the RMSE and the
directional accuracy. Compared with DT and NN, SVR performed significantly better.
Furthermore, the performance of PCA+SVR was slightly better than the baseline SVR
approach because noise was partially removed by the PCA method. PCA is a statistical

2It is implemented using the Scikit-Learn package, accessible at http://scikit-learn.org/stable/.
3It is implemented using the Neuroph package for large-scale data, accessible at http://neuroph.
sourceforge.net/.
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procedure that uses an orthogonal transformation to convert a set of observations
of potentially related variables into a set of values of linearly unrelated variables.
ISOMAP, which analyzes nonlinear information data, produced better results than
PCA because the relation between stock movements and new information is nonlinear.
It can be observed that our tensor-based approach outperformed the five vector-based
approaches, with an improvement of 9.51% in the directional accuracy and 10.12% in
the RMSE when compared with the classic SVR approach. The improved performance
is the result of the tensor decomposition and the iterative optimization, which use the
intrinsic relations among the various information sources. In addition, we performed
t-tests using both directional accuracy and RMSE as the performance measure, and
the p-values of these tests were all less than 0.05, so the results of the experiments
were statistically significant.

4.5. GDR and IO Effectiveness

In this section, we explore the performance of GDR (Section 3.2) and Iterative Opti-
mization (IO) (Section 3.3) in our tensor-based information framework. GDR organizes
the complex information that is available to investors through a balanced considera-
tion of two goals: (1) retaining the static relations among multiple information modes
at time t and (2) propagating and strengthening the dynamic correlations within the
same information mode across the timeframe. In contrast, the IO in the tensor-based
regression learning procedure iteratively captures the interconnections between dif-
ferent information modes across the timeframe. We tested the following variants of the
proposed approach to understand its characteristics:

• SVR: SVR was directly applied to the original concatenated vector, which consisted
of firm-specific, event-specific, and sentiment information features, to predict future
stock prices.

• Tucker: The Tucker decomposition was first applied to reduce the dimension of the
original tensor, and the entries of the new tensor were then concatenated into a
compound feature vector. SVR was then applied to make predictions based on these
concatenated vectors.

• GDR: The original tensors were first reshaped by the global dimensionality-reduction
method, and the entries of the new tensor were then concatenated into a compound
feature vector. SVR was then applied to make predictions based on these concate-
nated vectors.

• IO: The original tensor sequence was directly processed by the tensor-based learning
model to make predictions without performing global dimensionality reduction.

• Our proposed tensor-based approach (GDR+IO).

Figure 7 shows that both GDR and IO enhanced the intrinsic associations among
the various information sources. More importantly, both GDR and IO outperformed
the traditional Tucker dimensionality-reduction technique. The combination of GDR
and IO achieved the best performance. The p-values for the t-test were all less than
the critical confidence value (0.05), indicating that the superior performance of the
proposed approach was statistically significant. One reason is that the relations among
the various investor information modes are interconnected throughout the timeframe,
but the Tucker method captures only the relations at one point in time. Based on
this series of experiments, we can conclude that capturing the intrinsic associations
among multiple information sources is essential to discover the nonlinear relationships
between stock movements and new information. That is, the failure to capture such
associations results in the loss of important information and in the underestimation of
the joint effects of multiple information sources on stock movements.
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Fig. 7. GDR and IO effectiveness.

Fig. 8. Contribution of each information feature.

4.6. Level of Investor Information

In the “mosaic” concept of investor information, stock movements are affected by vari-
ous types of information, each of which consists of various features [Francis et al. 1997].
To some extent, more information leads to a better understanding of financial markets.
In contrast, in machine learning more dimensions can inhibit the performance of an
algorithm (i.e., the “curse of dimensionality”) [Bellman and Dreyfus 1962].

To better understand the role of each feature, we evaluated the individual contri-
bution of each feature in the three information sources. Figure 8 shows the predictive
performance of the various features. Each feature contributed to some degree to the
prediction accuracy. Generally, all of the features except the trading volume and the
turnovers were useful in predicting the stock price direction but not for predicting
the future stock value. The P/B and P/E ratios, which are determined by the current
stock price, showed the best accuracy in predicting the future stock value. When the
features of one information mode were used together, the accuracy was better than
that obtained with any individual feature.

To further understand the predictive performance using multiple information
sources, we evaluated the joint contribution of the various information types. We con-
sidered the following combinations of information modes:

• Firm: Only firm-specific information was used, and the predictive model was SVR.
• Event: Only event-specific information was used, and the predictive model was SVR.
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Fig. 9. Contribution of various information sources.

• Sentiment: Only sentiment information was used, and the predictive model was SVR.
• Firm+Event (F+E): Firm-specific and event-specific information were concatenated

to form the input vector, and the predictive model was SVR.
• Firm+Sentiment (F+S): Firm-specific and sentiment information were concatenated

to form the input vector, and the predictive model was SVR.
• Event+Sentiment (E+S): Event-specific and sentiment information were concate-

nated to form the input vetor, and the predictive model was SVR.
• All: All three types of information were concatenated into a tensor as the input, and

the predictive model was the proposed tensor-based learning algorithm.

Figure 9 shows that the predictive performance increased as more types of informa-
tion were used. The tensor-based representation that incorporates all three types of
information achieved the best performance. A clear understanding of the joint effects
can provide a guideline for creating efficient media-aware stock trading algorithms. As
shown in Figure 9, the performance using only social sentiment was rather poor, al-
though a statistically significant correlation between social sentiment and stock prices
was demonstrated by Zheludev et al. [2014]. An alternative explanation is that exten-
sive mutual information in statistical analysis may not adequately capture the subtle
nonlinear relations between stock movements and new information. We observed that
the predictability of social sentiment was strengthened along with firm-specific news
information. Social sentiment typically reflects popular attitudes toward investments,
and firm-specific news represents the insights of professionals regarding stock trends.
In our study, these potentially conflicting viewpoints were complementary (i.e., so-
cial sentiment was not merely noise but rather valuable information about financial
markets). This finding supports the notion that social media can reduce the effect of
asymmetric information obtained from news articles on stock markets [Tetlock 2010].

4.7. Tensor-based Model Tuning

Experimental evaluations in previous studies typically relied on a static training strat-
egy in which a model is obtained via a fixed division of training and testing data
[Lavrenko et al. 2000; Mittermayer and Knolmayer 2006; Bollen et al. 2011; Wang
et al. 2012; Schumaker et al. 2012; Li et al. 2014b]. In this section, we study the effect
of various training strategies on the predictive of the model.

First, we investigated the effect of the amount of training data. Specifically, we
first trained the tensor-based model with one month of data (September), and then
we incrementally increased the training data by one month at a time in reverse-
chronological order. As shown in Figure 10, with more training data, the predictive
performance gradually increased in both the directional accuracy and the RMSE.
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Fig. 10. Incremental training.

Fig. 11. Retraining.

Next, we studied the effect using a variable �T to govern the balance between
the training frequency and the prediction performance. That is, we started with a
bootstrap of T transaction days as the training data. In each iteration, we added �T
days to the training data and evaluated the model’s performance for the next �T
transaction days. For example, for �T = 1 the model is trained daily, whereas �T = 5
specifies that the model is trained every week. Specifically, for a given �T (�T =
1, 2, 3, 4, 5, 10, 20, 30, 40, 50, and 60 days in our experiments), we used an iterative
rolling test to create each data point shown in Figure 11(a) and (b). In the ith iteration
(i = 1, 2, 3, . . .), we used T + (i−1)×�T transaction days of training data and obtained
predictions for days T + (i−1)×�T +1, T + (i −1)×�T +2, . . . , T + (i −1)×�T +�T .
We averaged the directional accuracy and the RMSE for the entire series of a given �T .
As can be observed in the figures, the system exhibited the best performance when it
was trained every day (i.e., �T = 1). The performance degraded as �T was increased.
However, for �T ≤ 5, the performance degradation was moderate.

4.8. Investment Experiments

We designed and implemented a tensor-based stock information analyzer named
TeSIA based on the proposed information framework. In this section, we compare
the performance of TeSIA with that of the classic Top-N trading strategy and two
state-of-the-art media-aware trading algorithms, AZFinText [Schumaker and Chen
2009b] and eMAQT [Li et al. 2014a].
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Similar to a previous study [Li et al. 2014a], we chose RMB 10,000 (approximately
USD 1,630) as the investment budget and compared the daily earnings of these ap-
proaches over a 3-month evaluation period, during which the CSI 100 index decreased
by 5.21% (from 2,363 to 2,240). We assumed zero transaction costs as in previous stud-
ies [Chan 2003; Lavrenko et al. 2000; Schumaker et al. 2012; Wang et al. 2012; Li et al.
2014a, 2014b] because the transaction costs can be absorbed by increasing the volume
of each transaction provided that the transaction remains profitable.

Top-N is a long-term strategy that assumes that if a combination of stocks has
performed well in the past, the same combination will perform well in the near future.
We invested in the 30 highest-performing stocks over the period between January 1
and September 30, 2011. The shares were purchased at the beginning of October 2011
and sold at the end of the 3-month evaluation period.

We compared the performance of the proposed TeSIA algorithm with two state-of-
the-art media-aware trading algorithms, AZFinText [Schumaker and Chen 2009b] and
eMAQT [Li et al. 2014a]. AZFinText applies an SVR model to capture the correlations
between financial news and stock prices without considering the public mood. The
eMAQT algorithm uses public mood in addition to firm-specific news to predict future
stock trends. However, both approaches are based on concatenated feature vectors,
which can reduce the intrinsic associations among multiple information modes that
may exist in the complex environment of investors information. The proposed TeSIA
algorithm is the first tensor-based media-aware trading algorithm that is capable of
capturing the intrinsic relationships among several information sources and their joint
effects on stock movements.

For these three media-aware algorithms, both selling short and buying long were
allowed. Specifically, if a firm-specific news article was released, these algorithms fore-
casted the stock price for that firm 26 minutes in the future. In buying long, if the
difference between the predicted future price and the current stock price was greater
than 0.2% of the invested value,4 then the stock was purchased immediately and sold
it 26 minutes later. The investment gain was the spread (difference) between the sale
and purchase prices. In selling short, if the spread between the predicted future price
and the current stock price was less than 0.1% of the invested value, the stock was
borrowed and sold immediately and purchased at the original price after 26 minutes.
The investment gain was the stock price at the time the shares were borrowed minus
the purchase price. To better understand the media-aware strategy, we computed the
ideal investment income (i.e., the income assuming the algorithm was able to predict
the future price with 100% accuracy at the time that a firm-specific news report was
released). Figure 12 presents the daily return of this perfect strategy, which achieved
a total return of RMB 2.8941 × 1014 after three months.

Figure 12 shows the daily investment incomes of these four methods over the 3-
month assessment period. Notably, the Top-N method invoked a long-term investing
strategy and traded only at the end of the assessment period. The daily income of
the Top-N method reflects only the value of its portfolio on that day. For the three
media-aware trading systems, the daily income was the sum of all transaction incomes
earned on that day. Figure 12 shows that the Top-N method produced a small loss at
the end of the 3-month assessment period, even with N set to the optimal value of 30.
Compared with the decrease of 5.21% in the CSI 100 index and the 166.11% return
of eMAQT, the proposed TeSIA algorithm yielded a remarkable return of 389.10% in
three months. Note that this profit came from both buying long and selling short. The

4In Chinese stock markets, the long-selling transaction cost is about 0.2% of the invested value and 0.05%
for a short-selling transaction.
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Fig. 12. Investment comparison.

profit from buying long was 150.27%. In contrast, the profit from selling short was
234.36%. Selling short was advantageous because the market trend was downward
over the evaluation period.

A randomization test [Lavrenko et al. 2000; Li et al. 2014a] was conducted to de-
termine if the investment income of the TeSIA algorithm was statistically significant.
For this purpose, we first implemented a random method that bought or sold stocks
randomly. Two constraints were set for the random trader: (1) each stock had the same
probability of being traded as for the TeSIA method, and (2) each trading transaction
occurred at the same time as for the TeSIA method. In 1,000 trials of the random
trader, the investment incomes for 99.5% of the trials were less than that of the TeSIA
algorithm (i.e., the performance of the TeSIA algorithm was statistically significant
at the 1% level). In addition, a paired t-test showed that with directional accuracy as
the performance measure, the TeSIA algorithm performed significantly better than
the eMAQT and AZFinText methods at p = 0.011 and p = 0.008, respectively. This
result shows the statistically significant improvement in the performance of the TeSIA
algorithm over that of the state-of-the-art media-aware algorithms.

5. CONCLUSION AND FUTURE WORK

The stock market is strongly affected by various types of highly interrelated infor-
mation, that interact in a complex fashion. Previous studies have typically concate-
nated the features of various information sources into one compound feature vector,
but this step inevitably diminishes the interrelations among the various information
sources. In this study, we introduced a tensor-based information framework for predict-
ing stock movements in response to new information. This method is able to identify
multi-faceted information factors and their intrinsic relations to stock movements. This
capability is achieved through the use of two methods, GDR and IO in tensor-based
learning. This combination captures the static and dynamic relations among multiple
information sources. Experiments performed using data on CSI 100 stocks for one year
demonstrated the importance of the joint effects of multiple information sources. This
result supports the “mosaic” theory of investors information in which various types
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of information are interwoven and interact with each other, and stock markets are
affected by the combined effect of these information sources [Francis et al. 1997]. The
proposed framework provides a powerful methodology with which financial researchers
can understand the behavior of stock markets.

In this study, the textual information for the event-specific mode was represented by
isolated words. It would be interesting to investigate the interdependencies between
word features to extract more meaningful information, as was done in Mikolov et al.
[2013]. We assessed public opinion using financial discussion boards. Given the popu-
larity of social media, it would be of great interest to study public opinion as expressed
in various types of social media including micro-blogs, Wikipedia, and blogs. An investi-
gation into the use of these new sources to model the comprehensive information space
available to investors is imperative. This additional information presents a scalability
challenge for the proposed approach. An alternative method is to solve the suboptimiza-
tion problems (i.e., Equations (14) and (15)) in the iterative optimization procedure with
parallel SVR processing techniques. Parallel SVR processing is a promising approach
to addressing the scalability problem [Catanzaro et al. 2008]; however, its effectiveness
for the proposed tensor-based information framework has yet to be explored.

Chinese markets impose a “T+1” transaction rule, which forbids purchasing and
selling the same stock within one trading day. This constraint is incompatible with our
presumption in the investment experiments that investors are able to trade the same
stock within 26 minutes. In fact, we sought to investigate the effect of social media on
stock movements, and the greatest influence appears to occur within 26 minutes after
a news story is released. These volatile stock movements can be predicted in part by
capturing the emotional impulses of investors.

More importantly, the tensor-based information framework is generalizable to other
multidimensional learning problems in which the information modes of multidimen-
sional data are interconnected and interact over time. Examples include detecting
moving objects in video data [Cucchiara et al. 2003], context-aware mobile recommen-
dations [Oku et al. 2006], and health care monitoring [Fleury et al. 2010]. We would be
very interested in studying the effectiveness of the proposed tensor-based information
framework in these applications.

APPENDICES

A. TENSOR

Tensors can be multiplied together. Here we only consider the tensor mode-m product,
i.e., multiplying a tensor by a matrix in mode m.

Definition A.1 (Mode-m Product). The mode-m matrix product of a tensor X ∈
R

I1,...,IN with a matrix U ∈ R
J×Im is denoted by X ×m U and results in a tensor of size

I1 ×· · ·× Im−1 × J × Im+1 ×· · ·× IN. Let element (i1, i2, . . . , iN) of tensor to be donoted as
Xi1,i2,...,iN . Elementwise, we have (X×mU)i1i2...iN = ∑Im

im=1 xi1,i2...iN ujim. A tensorX ∈ R
I1,...,IN

can multiply a sequence of matrices Ui|N
i=1 ∈ R

Ii×Ri as X ×1 U1 . . . ×N UN, which can be
rewritten as X

∏N
i=1 ×iUi.

B. JUSTIFICATION OF THE PROPOSED ALGORITHM

The justification of the proposed tensor-based learning approach is provided in this
section. First, we prove that u and v are dependent on each other, which leads to the
iterative solution of the proposed approach. Second, we demonstrate the convergence
of the iterative procedure.
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B.1. Dependence in the Learning Algorithm

Definition B.1 (Second-Order Tensor-Regression Learning Problem). Given a set
of training data {(X1, y1), (X2, y2), . . . , (XN, yN)}, where the 2nd-order tensor (matrix)
Xt ∈ R

I1×I2 denotes the input patterns and yt ∈ R is the output that is associated with
Xt, determine a 2nd-order tensor mapping function f (X) = uT Xv + b, where u ∈ R

I1 ,
v ∈ R

I2 , and b ∈ R that has at most ε deviation from the targets for all training data
and simultaneously has as low a model complexity as possible.

The goal is to find a tensor mapping function f (X) that has at most ε deviation from
the targets for all training data. The slack variables ξi, ξ

∗
i are introduced to allow for

the presence of some outliers in training data and make the sum of the errors incurred
by these outliers as small as possible. Thus, the learning problem is converted to:

min
u,v,b,ξi ,ξ

∗
i

J(u, v, b, ξi, ξ
∗
i ) = 1

2
||uvT ||2 + C

N∑
i=1

(ξi + ξ ∗
i )

subject to

⎧⎪⎨
⎪⎩

yi − uT Xiv − b ≤ ε + ξi

uT Xiv + b − yi ≤ ε + ξ ∗
i

ξ ∗
i , ξi,≥ 0 i = 1, . . . , N.

(23)

The key idea is to construct a Lagrangian function from the objective function and
the corresponding constraints by introducing a dual set of variables. Therefore, we
proceed as follows:

L = 1
2

||uvT ||2 + C
N∑

i=1

(ξi + ξ ∗
i ) −

N∑
i=1

αi
(
ε + ξi − yi + uT Xiv + b

)

−
N∑

i=1

α∗
i

(
ε + ξ ∗

i + yi − uT Xiv − b
) −

N∑
i=1

ηiξi −
N∑

i=1

η∗
i ξ

∗
i .

(24)

Here, L is the Lagrangian and αi, α∗
i , ηi, η∗

i are Lagrange multipliers. Note that

1
2

||uvT ||2 = 1
2

trace(uvT vuT )

= 1
2

(vT v)trace(uuT )

= 1
2

(vT v)(uT u).

(25)

Thus, L is rewritten as

L = 1
2

(vT v)(uT u) + C
N∑

i=1

(ξi + ξ ∗
i ) −

N∑
i=1

αi
(
ε + ξi − yi + uT Xiv + b

)

−
N∑

i=1

α∗
i

(
ε + ξ ∗

i + yi − uT Xiv − b
) −

N∑
i=1

ηiξi −
N∑

i=1

η∗
i ξ

∗
i .

(26)

It follows from the saddle point condition that the partial derivatives of L with respect
to the variables u, v, b, ξi, and ξ ∗

i , must vanish to achieve optimality. This yields the
following conditions:

u =
∑N

i=1(αi − α∗
i )Xiv

vT v
, i = 1, . . . , N. (27)
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v =
∑N

i=1(αi − α∗
i )uT Xi

uT u
, i = 1, . . . , N. (28)

N∑
i=1

(αi − α∗
i ) = 0, i = 1, . . . , N. (29)

C − αi − ηi = 0, i = 1, . . . , N. (30)

C − α∗
i − η∗

i = 0, i = 1, . . . , N. (31)

As indicated by Equations (27) and (28), u and v are dependent on each other and
cannot be solved independently. Therefore, we can apply an iterative approach to solve
this problem, as explained in Section 3.3.

B.2. Convergence Proof

In this section, we provide a convergence proof of the iterative computational method
described above. This justification is similar to the STM problem in Cai et al. [2006].
Specifically, we have the following theorem:

THEOREM B.1 (CONVERGENCE). The iterative procedure to solve the optimization prob-
lems (14) and (15) will monotonically decrease the objective function (13), and hence the
learning algorithm converges.

PROOF. Define:

J(u, v) = 1
2

||uvT ||2 + C
n∑

i=1

(ξi + ξ ∗
i ).

This is solved by the iterative method. Specifically, it first fixes u0 with the initial value,
and solves the optimization problem (14) with a traditional SVR approach to obtain v0.
Likewise, fixing v0, and solving the optimization problem (15) with a traditional SVR
approach to obtain u1. Since SVR is a convex optimization problem, the solution of
SVR is globally optimum. That is, the solutions of Equations (14) and (15) are globally
optimum. Therefore, it is a ground truth that

J(u0, v0) ≥ J(u1, v0).

With the iterative procedure, we can obtain that

J(u0, v0) ≥ J(u1, v0) ≥ J(u1, v1) ≥ J(u2, v1) ≥ · · · .

Since the lower bound of J is 0, the objective function J will be converged with sufficient
iterations.
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