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Reasoning in Uncertain Situations

 Uncertainty results from:

 the use of abductive inference

 attempts to reason with missing or 

unreliable data
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Uncertainty

 Uncertainty can be considered as the lack 

of adequate information to make a 

decision.

 Uncertainty is a problem because it may 

prevent us from making the best decision 

and may even cause a bad decision.
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Unsound Inference
 In expert systems, correct conclusions 

must often be drawn from poorly 

formed and uncertain evidence using 

unsound inference rules.

 Unsound inference rules, such as 

abduction, are often used to solving 

problems.

Abduction rule:

From P  Q and Q,  it is possible to infer 

P.
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Some ways of managing the 

uncertainty

1. Bayesian probability theory

2. Stanford certainty theory

3. Zadeh's fuzzy set theory

4. Dempster/Shafer theory of evidential 

reasoning 

5. nonmonotonic reasoning
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Bayesian probability theory

 Assuming random distribution of events, 

probability theory allows the calculation of 

more complex probabilities from 

previously known results.

 Based on the following assumptions: 

 all the statistical data on the right are 

known

 all P(E|Hk) are independent
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Compound Probabilities

 P(A ∩B) = P(A) * P(B)    if A, B are pairwise 
independent

 P(AUB) = P(A) +P(B) –P(A ∩B)

 Conditional probabilities:

P(A|B) = P(A ∩B) / P(B)    for P(B) ≠ 0

 Generalized Multiplicative Law:

P(A1 ∩A2 ∩… ∩ An)= P(A1|A2 ∩…∩An) *

P(A2|A3 ∩… ∩ An)* …* P(An-1|An) *

P(An)
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Bayes’ Theorem

 The conditional probability, P(A|B), states the 

probability of event A given that B occurred.

 The inverse problem is to find the inverse 

probability which states the probability of an 

earlier event given that a later one occurred.

 This type of probability occurs often, as in the 

medical or equipment diagnosis where 

symptoms appear and the problem is to find the 

most likely cause.

 The solution is Bayes’s Theorem:

P(Hi|E) = P(E|Hi)*P(Hi) / P(E)
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Bayes’ Theorem

 Is commonly used for decision tree analysis

 Is also used in the PROSPECTOR expert system 

to decide favorable sites for mineral exploration
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Limitations of the Bayesian 

approach:

 Correct conclusions require complete and up-to-
date probabilities 

 The independence of the relationships between 
evidence and hypotheses requires a justification

 Where these assumptions are met, Bayesian 
approaches offer the benefit of a well-founded 
and statistically correct handling of uncertainty. 
But, in many domains, such extensive data 
collection and justification are not possible. 
Human experts do not use the Bayesian model 
for problem solving.



AI  Note #9, John Shieh, 2012 17

Stanford certainty theory

 Stanford certainty theory is based on 

the following assumptions:

 The sum of confidence for a 

relationship and confidence against the 

same relationship must add to 1.

 The knowledge content of the rules is 

much more important than the algebra 

of confidences that holds the system 

together. 
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MYCIN

 MYCIN was designed to solve the problem of 
diagnosing and recommending treatment for 
meningitis and bacteremia.

 MYCIN (Middle and late 1970s, Stanford 
Univ.)
 a rule-based expert system

 goal-drive depth-first search

 using certainty theory for heuristic inference

 representing facts as attribute-object-value triples

 explaining why and how questions

 having a knowledge base editor

 written in INTERLISP by 50 person-years

 EMYCIN is its corresponding expert system shell.
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Stanford certainty theory

 Certainty theory is excessively ad hoc. 
The meaning of the certainty measures 
is not rigorously founded. 

 However, the CF is used in the heuristic 
search to give a priority for goals to be 
attempted and for cutting searching 
branches off in order to keep the 
program running, the power of the 
program is in the content of the rules 
themselves.
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Numeric approaches of handling 

uncertain reasoning

 do not address the problem of changing 

data

 are unlikely used by humans
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Monotonic reasoning systems

 Monotonic reasoning systems assume 

that axioms do not change and the 

conclusions drawn from them remain true, 

thus knowledge can only be added when 

we already  know or through the 

reasoning process.
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Non-monotonic logic

 Non-monotonic logic (McDermott and Doyle, 

1980) is an extension to the predicate calculus, 

which allows statements to change their truth-

values in the process of reasoning. 

 When there is no information to the contrary, we 

may assert some fact to be true. Only later does 

evidence appear to the contrary, the fact must 

be negated.
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Nonmonotonic reasoning

 Nonmonotonic reasoning systems 
handle uncertainty by making the most 
reasonable assumptions in light of 
uncertain information. 

 It proceeds with its reasoning as if 
these assumptions were true. 

 When inconsistencies occurs, the 
system change both the assumptions 
and all of the conclusions that depend 
on them.
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Nonmonotonicity

 Nonmonotonicity is an important feature 

of human problem solving and common 

sense reasoning.
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Fuzzy Terms
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Fuzzy Membership Functions
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Fuzzy Membership Functions
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Fig 9.6 the fuzzy set representation for “small integers.”
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Fig 9.7 A fuzzy set representation for the sets short, medium, and tall 

males.
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Fig 9.9 The fuzzy regions for the input values θ (a) and dθ/dt (b).



AI  Note #9, John Shieh, 2012 35

Fig 9.11 The fuzzifization of the input measures X1 = 1, X2 = -4
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Fuzzy Membership Functions
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Fig 9.13 The fuzzy consequents (a) and their union (b). The centroid of the 

union (-2) is the crisp output.


