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Abstract—Network coding and opportunistic routing are two
recognized innovative ideas to improve the performance of wire-
less networks by utilizing the broadcast nature of the wireless
medium. In the last decade, there has been considerable research
on how to synergize inter-flow network coding and opportunistic
routing in a single joint protocol outperforming each in any sce-
nario. This paper explains the motivation behind the integration
of these two techniques, and highlights certain scenarios in which
the joint approach may even degrade the performance, emphasiz-
ing the fact that their synergistic effect cannot be accomplished
with a naive and perfunctory combination. This survey paper
also provides a comprehensive taxonomy of the joint protocols
in terms of their fundamental components and associated chal-
lenges, and compares existing joint protocols. We also present
concluding remarks along with an outline of future research
directions.

Index Terms—Inter-flow network coding, opportunistic rout-
ing, network coding-aware routing, unicast traffic, multi-hop
wireless mesh networks.

I. INTRODUCTION

W IRELESS mesh network (WMN) [1], [2] is a type of
wireless communication networks aiming to realize the

dream of a seamlessly connected world. In mesh infrastructure,
radio nodes are connected via wireless links creating a multi-
hop wireless network, and nodes can talk to each other and
pass data over long distances. This is realized by forming long
paths consisting of smaller segments and handing off data over
mulitple hops. This cooperative data delivery is the key idea of
mesh networks to share connectivity across a large area with
inexpensive wireless technologies.

Despite these advancements, users’ expectations rise fast,
and new applications require higher throughput and lower
delay [3]. In addition, the performance of wireless networks
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is significantly restricted by interference, and the unre-
liability of the wireless channel. Also, it is adversely
affected by the contention among different data flows and
devices in sharing bandwidth and other network resources.
However, since the last decade two promising approaches of
“Opportunistic Routing” and “Network Coding” are proved to
improve the performance of wireless networks significantly
by creatively utilizing the broadcast nature of the wireless
medium.

Network coding (NC), more specifically inter-flow network
coding (IXNC), is the process of forwarding more than one
packet in each transmission. Doing so, it increases the “effec-
tive” capacity of the network [4] and improves the throughput.
Opportunistic routing1 (OR) also benefits from the broadcast
nature of wireless networks via path diversity. In OR, in con-
trast to traditional forwarding, there is no fixed route, and
nodes do not forward a packet to a specified pre-selected next-
hop. In fact, a node first broadcasts the packet, and then the
next-hop is selected among all neighbors that have received the
packet successfully. In addition, as explained in Section II-B,
OR can reduce the total number of transmissions by exploit-
ing long but possibly low-quality links. Doing so, OR can
largely increase the packet delivery probability and network
throughput.

Given that IXNC and OR are two promising techniques
in wireless networks, the following research questions have
risen in recent years. In which scenarios, each one of IXNC
and OR performs better? How to boost the performance of
wireless networks even more by combining these two great
ideas in a single protocol? How to select a routing metric and
a forwarder prioritizing mechanism for OR such that IXNC
recognizes more coding opportunities in the network leading
to a higher throughput? As discussed in Section VI, studies on
this subject show that this combination, if realized carefully,
can enable further improvement in the network performance.

In the last decade, a significant amount of research has
been conducted on applying the idea of IXNC and/or OR
in wireless networks, and several review papers discuss
the available studies as well as future research directions
on OR [5], [9]–[12] or NC [13]–[28]. However, despite the
increasing interest in combination of IXNC and OR, no
study, to the best of our knowledge, illustrates the pros and

1Also called “opportunistic forwarding” in some research [5]–[9].
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Fig. 1. The organization of the paper.

cons of merging these two great ideas, and compares the
proposed solutions highlighting their fundamental components
and associated challenges.

In this paper, we study the advantages and disadvan-
tages of combining IXNC and OR especially in multi-hop
wireless mesh networks, discuss the challenges and design
criteria, and classify and compare the proposed joint IXNC
and OR protocols. The idea behind NC and OR is explained
in Sections II. The motivation for the integration of IXNC
and OR and the benefits of the joint approach are illus-
trated in Section III, while Section IV discusses the cases
that the joint approach may not outperform each of IXNC
and OR individually. Section V introduces the taxonomy of
the joint protocols, in terms of the most important design
decisions that should be made, and Section VI provides a
brief overview of existing joint IXNC and OR protocols.
Finally, Section VII presents open issues of the joint approach
and promising future research directions, while Section VIII
concludes the paper. An overview of the overall organiza-
tion of the paper is presented in Fig. 1. Also, the terms
used in this paper are summarized in Table I, and the list
of acronyms and abbreviations is provided at the end of the
paper.

TABLE I
DEFINITION OF SOME TERMS USED IN THIS ARTICLE

II. DESCRIPTION OF APPLIED TECHNIQUES

A. Network Coding

NC, introduced by Ahlswede et al. [29] in 2000, repre-
sents an effective idea to increase the transmission capacity
of a data communication network as well as its robust-
ness. In recent years, a significant amount of research has
been conducted to explore the effect of NC in different
scenarios and improve the network performance. A review
of NC from the theoretical point of view can be found
in [13]–[17], and [22]. Matsuda et al. [20] discuss the NC
design problem, its fundamental characteristics and its appli-
cations. Also, some studies review the applications of NC
focusing on wireless and content distribution networks [23],
cognitive radio networks (CRN) [27], [30] and wireless relay
networks [24]. A survey on unicast, multicast and broadcast
applications of NC especially for wireless sensor networks
(WSN) can be found in [26], while Wang et al. [18] discuss
the benefits of NC in WSNs for energy saving. Furthermore,
Langberg and Sprintson [19] explain the proposed algorithms
for NC and their computational complexity, and a review of
the NC protocols and their associated issues from “multimedia
communication” point of view can be found in [25].

In general, two different types of network coding can be
applied, namely intra-flow network coding (IANC) and inter-
flow network coding (IXNC).2 In the context of this survey, a
flow refers to a data stream (i.e., a sequence of data packets)
between a given source and destination. Although both types
of NC transmit coded packets in the network, IANC encodes
packets of the same flow while IXNC applies encoding on

2Also called intra-session and inter-session [16], [25], [31].
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Fig. 2. IANC improves the reliability of the network by making all packets
equally beneficial.

packets of separate flows. Moreover, their goals and challenges
are quite different as IANC is used to improve the robustness
and reliability of wireless networks, while IXNC is utilized to
boost the capacity of the network.

1) Intra-Flow Network Coding: IANC increases the robust-
ness by forwarding random linear combination of the packets
of the same flow. It is an efficient alternative to the hop-by-
hop feedback mechanism used in traditional forwarding in
order to achieve reliability in the network. These feedback
messages usually provide information about the packets that
have already been received and the ones that should be retrans-
mitted. By encoding packets originated from the same source,
IANC makes all packets equally beneficial. Hence, it saves
bandwidth by eliminating hop-by-hop feedback.

In IANC, each node generates a linear combination of the
packets of its transmission buffer over a finite field (e.g.,
GF(2m)), and sends the coded packet. Li et al. [32] show that
NC can still reach the broadcast capacity of the network even
if the encoding of the packets is restricted to linear coding.
In random linear network coding (RLNC), the node selects a
vector of coefficients (i.e., encoding vector) representing the
“weight” of the native packets in the encoded packet, and then
combines the packets using addition and multiplication over
the finite field. On the other hand, the destination keeps stor-
ing received encoded packets that provide new information
(i.e., innovative packets) and their encoding vectors. They are
stored as a matrix in the reduced row echelon form until the
destination receives enough packets and can decode the pack-
ets using a technique like Gaussian elimination [33]. Then,
the destination sends an acknowledgment (ACK) message
notifying the source and intermediate nodes of receiving the
packets.

To illustrate the idea, let us look at the example provided in
Fig. 2, where the source S needs to deliver two packets X1 and
X2 to the destination D via the relay R. Let us assume that the
probability of successful transmission through each link is p.
In a traditional scheme, after sending each packet to the relay
if the source does not receive an ACK, it retransmits the same
packet. However, in IANC instead of sending these two native
packets separately, the source transmits �2/p� coded packets in
the form of aiX1+biX2, i ∈ {1, 2, . . . , �2/p�}, ai, bi ∈ GF(2m),
consecutively, and then waits for an ACK. Similarly, R gener-
ates linear combinations of the received packets and forwards
them to the destination. As soon as the destination receives
two innovative packets, it will be able to decode the native
packets X1 and X2, and send back an ACK.

Fig. 3. X-topology showing how IXNC improves throughput.

The idea of IANC has seen considerable attention from
the research community and a significant amount of research
has been conducted on IANC from both theoretical and prac-
tical point of views [34]–[40]. MORE (MAC-independent
Opportunistic Routing and Encoding) [41] is one of the first
methods that realizes this idea in practical wireless scenarios.
For more details on IANC and encoding and decoding using
RLNC, we refer the reader to [32] and [42]–[45].

2) Inter-Flow Network Coding: IXNC is a coding scheme
in which a node combines the packets of multiple flows, using
bitwise exclusive OR (XOR) operation, and sends them at the
same time through the channel. By reducing the number of
transmissions, IXNC first improves the throughput and sec-
ond decreases the interference in wireless channel. In fact, in
IXNC by utilizing the broadcast nature of wireless networks,
the network can reach its maximum capacity [46].

The practical research on IXNC in wireless networks for
unicast communication was originally inspired by COPE [46].
In COPE, every node is in promiscuous mode, and applies
opportunistic listening (i.e., overhearing the transmission of
other nodes). Also, each node sends the list of the packets
that it has already received/overheard to its neighbors. These
lists, called reception reports [46], are piggy backed on data
packets or broadcast periodically. One of the most understood
examples showing the gain behind IXNC is the X-topology
in Fig. 3, where S1 sends packet a to D1, and S2 sends
packet b to D2 through an intermediate node R. Since D1
and D2 are able to overhear the packets of the other flow
from its source, the relay node R mixes packets of two flows
by applying XOR and sends the coded packet a ⊕ b to the
network. Then, for example, D2 that has already overheard a
can decode b by XORing the received packets a and a ⊕ b.
Doing so, IXNC decreases the number of required transmis-
sions to deliver packets to their final destinations and improves
the performance. Xie et al. [28] provide a survey on IXNC
with unicast traffic under both reliable links and lossy links
of WMNs, and discuss some drawbacks of IXNC in WMNs
including spatial reuse reduction and lower link rate selection.

B. Opportunistic Routing

OR [41], [47]–[49] is an effective idea to improve the
performance of wireless networks, especially in lossy oper-
ation conditions, by providing more chances for a packet to
make progress toward the destination (i.e., getting closer to the
destination after the transmission in the sense of forwarding
cost). In contrast to traditional forwarding in which the pack-
ets are forwarded along a fixed path, OR picks the next-hop
of each packet only after the packet has been forwarded.
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Fig. 4. Opportunistic routing and variant progress opportunities toward the
destination.

The idea behind OR, mostly recognized by ExOR
(Extremely Opportunistic Routing) [47], is that the route which
packets traverse is not predetermined and can be different
for each packet of the flow. In fact, the source selects a
set of nodes which are closer to the destination than itself
(i.e., called forwarder set), and after each packet transmission,
the highest priority node that receives the packet will for-
ward it toward the destination. As discussed in Section V-A,
the nodes in the forwarder set are ranked based on a met-
ric such as geographic distance, hop-count or ETX (Expected
Transmission Count) [50], which represents the expected num-
ber of transmissions for a packet. Since, in OR, multiple nodes
are candidates of receiving and forwarding a packet, one needs
to coordinate the intermediate nodes and prevent forwarding
multiple copies of the same packet (details in Section V-B).
Therefore, the most important steps in OR are routing met-
ric selection, forwarder set determination, and forwarder set
coordination [10].

Liu et al. [5] explain the technical challenges of the men-
tioned steps, and provide a survey of proposed OR protocols,
while briefly discussing the joint OR and IXNC approach as
“coding-aware opportunistic routing mechanism”. A survey of
OR protocols for underwater WSNs can be found in [12].
Also, Boukerche and Dareshoorzadeh [10] review the issues
of OR focusing on the mentioned three steps, and discuss the
most important proposed OR protocols and analytical mod-
els together with the applications of OR in multicast and
mobile scenarios. Chakchouk [11] reviews the main compo-
nents of OR, and provides a taxonomy of the proposed OR
protocols in five different classes, namely the geographic, link-
state-aware, probabilistic, optimization-based and cross-layer
OR classes. In another review paper, Bruno and Nurchis [9]
not only discuss OR and network coding-aware (NC-aware)
routing protocols but also the hybrid routing (i.e., the com-
bination of OR and NC). However, their focus is mostly
on the combination of IANC and OR, and just briefly men-
tion merging IXNC with OR as “neighborhood-based hybrid
scheme”.

We use two examples, inspired by [47], to elaborate on
how OR improves the network performance. First, in Fig. 4,
let us assume that node S wants to deliver its packets to
node D, and the link quality decreases with the distance
between nodes. Any of the nodes, R1, R2, R3 and D, may
receive the packet sent by S but with different probabilities
depending on the quality of the link between each of them
and the source. Hence, given that Pi,j denotes the probability

Fig. 5. Opportunistic routing and independent transmission opportunities.

of successful transmission from node i to node j, we have
PS,R1 > PS,R2 > PS,R3 > PS,D. In general, if S chooses a node
close to itself, like R1, as the next-hop, the probability that the
packet can be received is higher (i.e., the number of required
retransmissions for S to deliver a packet to R1 is small), but
the progress toward the destination is small (i.e., the packet
is still far away from D). On the other hand, if S selects a
node close to the destination, like R3, as the next-hop, the
progress toward the destination is larger (i.e., the packet gets
very close to D). However, the number of required retrans-
missions for S to transmit a packet successfully to R3 could
be greater as well. In traditional forwarding, S selects a node
with a good enough link, let it be R2, as the next-hop. If
the packet cannot be received by R2, S will retransmit the
packet, even if it could have made smaller progress by reach-
ing R1, or was lucky enough to reach R3 or even D. OR takes
advantage of those smaller progresses as well as the lucky
long strides by selecting all these nodes, D, R3, R2 and R1,
in the forwarder set, and as long as one of them receives the
packet, S does not need to retransmit it. Then, these nodes
are coordinated, and the highest priority node (i.e., the clos-
est node to the destination) that has received the packet will
forward it.

As another example, in Fig. 5, S transmits packets to D via
a relay node. Let us assume that the link quality between the
source and relays is poor, and only 10% of the transmissions
are successful, while relays can deliver all their packets suc-
cessfully to the destination. In traditional forwarding, S selects
one of the nodes, R1, R2 or R3 as the relay node, and the
average number of required transmissions to deliver a packet
to the destination is 1/0.1 + 1 = 11 (i.e., an average of 10
transmissions for each packet to be received by the relay and
one to be delivered to the destination). On the other hand,
in OR, as long as one of the intermediate nodes receives the
packet, S does not need to retransmit the packet. Given a per-
fect coordination among the relays, this reduces the number
of required transmissions to deliver a packet to the destination

to
1

1 − (1 − 0.1)3
+ 1 = 4.69, where (1 − (1 − 0.1)3) repre-

sents the probability that at least one of the three intermediate
nodes receives the packet. By providing such a strong virtual
link (as combination of the real links) [51], OR can provide
more independent chances for a packet to be received [47],
and reduce the number of required transmissions for packet
delivery.
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III. JOINT IXNC AND OR: MOTIVATION

As explained before, both IXNC and OR improve the
performance of wireless networks by utilizing the broadcast
nature of the wireless medium. However, they have differ-
ent applications, address separate challenges and may present
even contrastive behaviors, especially regarding the effect of
the number of flows on their performance, and the quality of
the network for which these techniques are suitable. The goal
of the joint approach is to merge their applications, and use
the strengths of one to overcome the weakness of the other.
For example, a major challenge of IXNC is finding an efficient
way to explore coding opportunities in the network for which
OR seems a promising solution.

A. IXNC Versus OR for Variant Flows and Network Qualities

OR spreads packets across several nodes, and the packets
might not meet at the same node to be combined, especially in
lossy networks. That is to say, each node may receive a sub-
set of the packets, and the packets that can be coded together
might not be received by the same node. This means less traf-
fic and perhaps less coding opportunities at IXNC for each
node [52]. Furthermore, in OR protocols like MORE [41] as
the number of flows increases, the throughput gain of the pro-
tocol decreases [4], [53], while in IXNC, more flows crossing
at the same node provide more coding opportunities.

IXNC is mostly effective in reliable networks with high-
quality links, where nodes can rely on packet overhearing to
decode received coded packets [4], [8], [54]. It is not usu-
ally applicable in lossy environments since the accuracy of
the coding node’s estimation of next hops’ decoding ability
decreases as the loss rate in the network increases. Due to this
problem, COPE turns off IXNC if the loss rate in the network
is higher than a threshold (i.e., the default value is 20% in
their implementation) [46].

To illustrate the issue, let us assume in Fig. 3, D2 cannot
overhear a considerable number of sent packets from S1 due
to the loss of the link between S1 and D2. As we explained
earlier, R encodes the received packets of S1 and S2 together.
However, because of the loss of overhearing link, D2 can-
not decode some received coded packets. In fact, D2 cannot
decode some packets like b because it was not able to over-
hear corresponding packet a. In addition, with poor channel
quality the reception reports can be lost easily, which makes
encoding decisions more difficult.

Although a few studies have been conducted to make IXNC
efficient in lossy environments, they are not usually practi-
cal due to their computational complexity [31], [55], or they
consider a scenario where every node transmits its packets to
all other nodes [56]. Furthermore, some studies add IANC to
IXNC [31], [57]–[65] to improve its reliability and robustness
in lossy networks. However, since these methods do not con-
sider OR, they can only catch coding opportunities within the
shortest path.

In contrast, OR scatters the packets of a flow over multiple
paths from the source to the destination. In fact, by select-
ing more than one next-hop, OR provides more chances
for a packet to make progress toward the destination, and

Fig. 6. Cross topology with 4 flows intersecting at R [46].

can largely reduce the number of required transmissions
and increase throughput, especially in lossy environments.
Therefore, OR is mostly suitable for lossy environments with
medium- to low-quality links between nodes, where restric-
tion to a single next-hop may lead to packet losses and
retransmissions [4], [8], [53], [54].

B. Exploring Coding Opportunities

Coding opportunities in COPE, as one of the prominent
examples of IXNC, are restricted only to joint nodes that
receive packets from multiple flows. For example, let us
assume that in the cross topology depicted in Fig. 6, for each
node all other nodes are in its transmission range except for
the diametrically opposite one, and that N1, N2, N3 and N4 are
the sources of 4 flows, intersecting at R, to the destinations
N3, N4, N1 and N2, respectively. Then, R can mix 4 packets
received from all sources because each next-hop contains all
other coding partners except for its intended packet. However,
if the sources choose a different intermediate node than R,
all flows cannot intersect at the same node and fewer coding
opportunities are provided by COPE.

This example shows that the improvement of throughput in
protocols like COPE depends on the traffic pattern, which is
totally independent from the potential coding opportunities.
The flows, in IXNC, usually travel through the shortest path,
and nodes passively wait for straightforward coding opportu-
nities available in the designated routes without any ability to
exploit potential coding opportunities beyond that [66]. As a
matter of fact, regular IXNC methods, like COPE, limit cod-
ing opportunities because their coding is passive and can be
performed only at joint nodes.

To deal with the mentioned issue, NC-aware routing pro-
tocols [67]–[74] are proposed. In these protocols, the route,
through which packets travel, is selected with the aware-
ness of available coding opportunities in the network, and the
packets are forwarded via relays with more encoding chance.
Therefore, network-coding-aware routing is similar to tradi-
tional routing in the sense that it chooses one single (best)
route to forward all packets of a flow. However, as part of the
routing metric to find the next-hop, it takes into account the
number of available coding opportunities at each node. Details
on NC-aware routing protocols can be found in [21].

In general, they are either centralized [67]–[69] with scala-
bility problem making their implementation in WMNs infea-
sible [75], [76], or distributed [70], [71], [73] with easier
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Fig. 7. OR can improve the performance of IXNC.

implementation in practical networks. However, decisions in
such NC-aware routing protocols are deterministic [77], and
their chosen paths might be sub-optimal [75] due to the traffic
pattern and lossy characteristics of the wireless network. For
example, let us assume that at the beginning the best path for
flow A is PA, where it can be mixed with flow B. However,
when a new flow C starts or flow B ends, PA might not be
the best path for flow A anymore. If A keeps using the same
route, the network throughput drops, while searching for a bet-
ter route and rerouting causes a long delay and degrades the
network performance [77].

To cope with the dynamics of the traffic and the network,
NC-aware routing needs to be integrated with OR. To illustrate
the idea, let us look at the example provided in Fig. 7, repro-
duced with some changes from [75]. At the beginning, there
exist two flows in the network between N1 and N2, and the
third flow from N3 to N5 is added later at time t1. All nodes
can overhear each other except for the mentioned endpoints
(i.e., no direct link between N1 and N2, and also between N3
and N5). Because of the routing based on the shortest path,
regular IXNC protocols, like COPE, cannot find any coding
opportunity in this scenario, and their performance is not better
than the traditional routing. Also, NC-aware routing may not
provide the best performance especially if it selects N5 or N3
as the relay at the beginning, which in this case after joining
f3, it either should pay the cost of rerouting or keep routing
on an inferior path. On the other hand, when IXNC is inte-
grated with OR, since there is no designated route anymore,
the performance can be improved by asking the node with
the most coding opportunities to forward the packet in each
transmission. For example, before t1, each of the nodes N3,
N4 or N5 that overhears the packets of both flows is selected
as the relay, and after t1 if N5 overhears all three flows, the
joint approach chooses it correctly as the best forwarder.

Looking at pros and cons of OR and IXNC, one can think
of them as two complementing techniques. OR can improve
the performance of IXNC in lossy networks. In addition, in
OR, the packet is first broadcast and then the next-hop is
decided based on a metric. This metric, which prioritizes the
possible forwarders of a packet, can be chosen so that the
forwarder with more coding opportunities is selected in each
transmission. Doing so and by considering the packets of
the neighborhood collectively, OR can provide more coding
opportunities in the network without forcing flows to cross at

some focal nodes and causing faster energy drainage, longer
delay, buffer overflow, and channel contention. In addition, by
providing “free-ride” to packets of several flows, IXNC can
improve the performance of OR in the presence of multiple
flows.

Therefore, there is an interesting research question on how
to combine OR and IXNC such that their integration out-
performs each of them individually in different scenarios.
To realize such a powerful joint approach, the following
challenges should be addressed:

• Choosing an appropriate routing metric to determine the
set of forwarders, considering the specifications of both
OR and IXNC.

• Recognizing coding opportunities and selecting right
packets to be coded together.

• Prioritizing the candidates in the forwarder set and select-
ing the best one.

• Coordinating the forwarder set and suppressing duplicate
packets in the network.

IV. IS THE JOINT APPROACH ALWAYS BENEFICIAL?

In Section III, we discussed the benefits of integrating the
IXNC and OR techniques and explained the synergy between
them. However, there are still scenarios in which the joint
approach may not outperform each of these two techniques
individually, or even degrades the performance especially if
the forwarder set and/or the routing metric are not selected
appropriately.

A. Cost of Reducing Forwarder Sets

Hai et al. [77] argue that the joint approach may perform
worse than OR because of the shrinkage of the forwarder set.
They define the cost of delivering packet p from node i to the
destination via forwarder set J as Cp

i = cp
iJ +Cp

J . cp
iJ represents

the cost of forwarding packet p from i to the forwarder set J
and is calculated as

cp
iJ = 1

1 − ∏
j∈J

(
1 − dij

) ,

where dij denotes the packet delivery ratio from node i to node
j. Intuitively, this cost (i.e., cp

iJ) is inversely proportional to the
probability that at least one of the nodes in the forwarder set
receives the packet. Also, Cp

J presents the weighted average of
the delivery cost of packet p from the nodes in the forwarder
set J to the destination. They show that the cost of a forwarder
set is optimal if and only if all nodes in the neighborhood with
cost lower than the sender are included in the set. Intuitively, it
means that if all neighbors of the sender, closer to the destina-
tion than the sender itself, are included in the forwarder set of
a packet, the chance that the packet can make some progress
toward the destination is maximum. Hence, not including some
of such nodes or adding other nodes, which are farther from
the destination than the sender, will reduce the chance.

Given that, if ca
iJ+cb

iK denotes the cost of forwarding packets
a and b separately from node i to their forwarder sets J and
K, respectively, the cost of forwarding them as a coded packet
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Fig. 8. Decoding forwarder set - how network coding may shrink the
forwarder set of coding partners.

(a ⊕ b) to the same forwarder sets equals

ca
iJ + cb

iK − ca
iJ × cb

iK

ca
iJ + cb

iK − 1
.

Based on this equation, when a node forwards a coded packet
like a⊕b, the forwarding cost decreases because of the coding-
gain and the “free-ride” transmission provided by IXNC. On
the other hand, the forwarding cost might increase due to the
shrinkage of the forwarder set. In fact, the forwarder set of
each of packets a and b, in the coded case (i.e., called decoding
forwarder set) is a subset of their original forwarder set, when
they were to be sent natively. The reason is that some of the
nodes in the original forwarder set might not be able to decode
the coded packet a⊕b; thus not included in the forwarder set.

Fig. 8 shows how network coding may shrink the forwarder
set of coding partners. In the scenario depicted in this figure,
there exist two flows from N1 and N5 to N6 and N1, respec-
tively. The figure shows a snapshot of the network representing
the available packets at each node, where N4 can overhear the
packets of the second flow (i.e., f2 from N5 to N1) from N5.
Thus, N2 can encode the packets of the two flows. Originally,
if f1 was to be forwarded natively, N2 could have chosen N3
and N4 in its forwarder set. However, when f1 and f2 are sent as
a coded packet, only N4 can decode f1 and can be selected in
the new forwarder set (i.e., decoding forwarder set). As stated
before, if any neighbor of the sender, closer to the destination
than the sender itself, can not be included in the decoding for-
warder set because of the decodability issue, the cost of the
forwarder set will increase.

Thus, it is clear that in the joint approach, naively
mixing packets does not necessarily improve the network
performance, and the trade-off between coding gain and
shrinkage cost should be resolved. In fact, forwarding coded
packets is beneficial as long as its gain is greater than
the price of forwarding the packets to the smaller decoding
forwarder set.

B. OR Cost in Asymmetric Networks

Mehmood et al. [8] highlight some scenarios in which
IXNC over the shortest path may outperform IXNC integrated
with OR. They study bidirectional unicasts flows when end-
points are out of transmission range of each other but they
have some common neighbors relaying packets for them. A
generalized scenario would be the case that intermediate nodes
are partitioned in disjoint groups, where the nodes in each

Fig. 9. Joint approach is not always the best one.

group are the same number of hops away from each endpoint.
Each node can only communicate directly with the nodes in its
group or adjacent groups, and no node includes nodes from
its own group in the forwarder set even if they are closer
to the destination (e.g., in terms of ETX or geo-distance)
than the node itself. In such a network, they argue that naive
joint methods are sub-optimal unless all intermediate nodes
have identical link quality to both endpoints (i.e., symmetric
network).

The scenario depicted in Fig. 9, reproduced from [8] with
slight changes, describes a case in which IXNC over a pre-
chosen relay outperforms the joint approach. Let us assume
that N1 and N2 send packets P1 and P2 to each other via a
relay (R1 or R2), and the relays cannot overhear each other
or do not consider each other in their forwarder set. Also,
the label of each link represents the probability of successful
transmission over that link.

Applying regular IXNC, it is clear that R2 is the best

relay, and N1 and N2 exchange their packets by
2

0.9
+ 2

0.5
−

1

1 − (1 − 0.9)(1 − 0.5)
≈ 5.17 expected number of transmis-

sions (ExNT). The first two terms represent the ExNT to
successfully forward the packets from the sources to R2, and
from R2 to the destinations, respectively (without applying
IXNC), and the last term denotes the coding gain.

On the other hand, in the joint approach, it is likely that R1
receives P1 from N1, and R2 receives P2 from N2, and with-
out any coding opportunity they send the packets separately.
Given the poor quality link between R1 and N2, about 8.857
ExNTs are required in this case to deliver both packets to their
destinations. We refer the reader for calculation details to [8].
Comparing the expected number of required transmissions for
both IXNC and the joint approach shows that regular IXNC
over the shortest path may outperform the naive joint approach
in such an asymmetric network.

C. Coding Cost With Packets Far Away From the
Shortest Path

It is clear that IXNC improves the network performance by
exploiting coding opportunities as much as possible. However,
when integrated with OR, maximizing coding opportunities
in each transmission does not necessarily guarantee the best
performance. The example provided in Fig. 10 explains the
reasoning behind this statement. In this figure, nodes N1 and
N7 transmit their packets to N4 and N1, respectively, while
for each node only the nodes next to it are in its transmission
range.
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Fig. 10. Traditional routing outperforms the joint approach.

As shown in Fig. 10(a), the shortest path for these two flows
are totally separated without any coding opportunity. On the
other hand, in the joint approach, node N1 selects N2 and N9 in
its forwarder set, while forwarding via N9 provides more cod-
ing opportunities than via N2. Obviously, if the joint approach
attempts to blindly maximize coding opportunities, it would
wrongly choose N9 as the next forwarder, and make the pack-
ets originated from N1 travel a too long path to reach the
destination, as shown in Fig. 10(b). Therefore, for the joint
approach to be effective, it should avoid straying packets far
away from the shortest path.

V. TAXONOMY OF JOINT PROTOCOLS

As discussed before, to develop an effective joint OR and
IXNC approach some issues need to be addressed. In this sec-
tion, we discuss some fundamental components of both IXNC
and OR and their realization in different protocols.

A. Routing Metric

A routing metric is used in routing protocols to determine
and rank the nodes in the forwarder set. The main purpose
of OR is to reduce the ExNT required to deliver packets to
their final destination, leading to a shorter end-to-end delay
and higher throughput [10]. Therefore, it is very important to
choose the right candidate forwarders, and prioritize them in an
efficient way. This necessitates having an appropriate routing
metric, which is even more critical in joint IXNC and OR
approaches as not only ExNT but also the number of coding
opportunities must be taken into account.

The most common metrics used in OR protocols include
hop-count [48], [75], [78], geographic distance [49], [75], [76],
and link quality-based protocols like ETX [4], [47], [52], [53],
[79], [80] and EAX (Expected Anypath Count) [81]–[84]. The
ETX of each link is measured as the expected number of
transmissions to successfully transmit a packet and receive its
ACK over that link. If Pi,j denotes the probability of success-
ful transmission from node i to node j, the ETX for the link
between i and j equals

ETX = 1

Pi,j × Pj,i
.

EAX, first applied in OAPF (Opportunistic Any-Path
Forwarding) [81], is another routing metric that takes into
account the effect of opportunistic routing in calculating the
ExNT. In fact, for any source s and destination d with a given
forwarder set Cs,d selected by the source, EAX calculates the

expected number of transmissions to successfully deliver a
packet from s to d through the forwarder set. Given that the
candidates in the forwarder set are ordered descendingly based
on their priority, EAX for s and d can be calculated as

EAX(s, d) =
1 + ∑

i EAX
(

Cs,d
i , d

)
fi

∏i−1
j=1(1 − fj)

1 − ∏
i(1 − fi)

,

where Cs,d
i represents the ith candidate in the forwarder set

between s and d, and fi denotes the probability of successful
transmission from s to Cs,d

i . In addition to these metrics, joint
protocols need to consider the coding gain coming from the
IXNC component, either as the number of flows that are mixed
or the number of neighbors that can decode the packet.

In summary, routing metrics that take into account the
link quality, such as ETX and EAX, shown to improve the
performance in comparison to the metrics based on hop-count
or geographical distance. In terms of the coding gain, on one
hand, forwarding coded packets with more coding partners or
more flows combined can improve the performance due to the
benefits of “free-riding”. On the other hand, forwarding coded
packets with larger forwarder set (i.e., more neighbors that can
decode the packet) can improve the performance because of
the path diversity provided by OR. However, as discussed in
Section IV-A, the forwarder set might shrink when the number
of coding partners increases. Hence, a perfect routing metric
not only should take into account the specifications of both
OR and IXNC, but also needs to consider this trade-off as
well as all other challenges discussed in Section IV.

B. Forwarder Set Coordination

By selecting more than one potential forwarder, OR pro-
vides more chances for a packet to progress toward the
destination. However, in each transmission, only one of the
nodes in the forwarder set (i.e., the node with the highest prior-
ity that has received the packet) should forward the packet, and
other nodes should discard it. Otherwise, there would be many
duplicate packets in the network degrading its performance. In
fact, one needs to ensure that the extra coding opportunities in
the joint approach are created because of exploring more paths
and not from the duplicate packets [4]. Therefore, it is crucial
to have an effective method to coordinate the nodes in the
forwarder set such that they can agree on the next forwarder
among themselves and avoid duplicate transmissions.

To deal with duplicate packets, most joint IXNC and OR
protocols apply a strict scheduling to coordinate forwarders.
Each node sets a forwarding timer according to its priority
in the forwarder set, and transmits the packet at timer expi-
ration unless it receives a signal from a higher priority node
indicating the transmission of the packet. The signaling solu-
tions are either control-based or data-based [10]. In data-based
methods [6], [75], [76], [85], the nodes in the forwarder set
cancel their transmission after overhearing the transmission
of the same data packet by a higher-priority candidate, while
in control-based approach [54], [80] the higher priority node
sends a control packet (e.g., ACK or probe) to notify others
about receiving the packet.
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However, the use of a scheduler increases the delay and
also requires some modification at the MAC-Layer, which
causes the loss of some desirable features of IEEE 802.11.
Furthermore, if the channel condition is not perfect or some
of the nodes in the forwarder set are not in the transmission
range of each other, they cannot overhear packet transmis-
sions by others. This makes coordination by scheduling even
further complicated. Hence, in some studies, IANC is incor-
porated with OR, along with IXNC [52], [53] or without
it [38]–[41], [86], to eliminate the need of a scheduler for
per-packet coordination between nodes in the forwarder set.
IANC adds randomness to OR and omits the possibility of use-
less duplicate packets by making all packets equally beneficial
to the destination through RLNC. However, note that IANC
by itself, without integration with IXNC, cannot improve the
network throughput beyond the capabilities of OR [8]. Further
details on the comparison of these techniques are provided in
Section VI-D.

C. Forwarder Set Selection

Each packet usually carries the information of the forwarder
set. Regarding the size of the forwarder set, while a larger one
means better chance of packet progress toward the destina-
tion, it also usually means a greater overhead of coordination
as well as more duplicate packets in the network [80]. The
selection of the nodes in the forwarder set can be either end-
to-end or hop-by-hop [5], [87]. In end-to-end forwarder set
selection, the set of potential forwarders is determined by
the source once for the whole path toward the destination.
On the other hand, in hop-by-hop forwarder set selection,
each node determines the forwarder set toward the destina-
tion independently. For example, let us assume that in Fig. 11
S transmits packets to D, while each node can receive pack-
ets only from the nodes immediately next to it horizontally,
vertically, or diagonally. In the end-to-end approach, S picks
the nodes closer to D than itself (based on a routing met-
ric) and attaches this list to the packet header as the forwarder
set (e.g., {D, N10, N4, N6, N9, N3, N5, N8, N2}). Then, if say N8
forwards the packet, it updates the forwarder set by removing
those nodes which are not closer to D than itself, and the
new forwarder set might equal {D, N10, N4, N6, N9, N3, N5}.
On the other hand, in the hop-by-hop approach, S creates the
forwarder set from the nodes closer to D in its neighborhood
like N2, N5 and N8. Then, if N8 were to forward the packet,
it will choose the forwarder set independently based on the
nodes in its own neighborhood like N6 and N9.

While an end-to-end approach covers a broader area and
provides more chances for a packet to progress, its overhead
is higher and its implementation is harder than a hop-by-hop
strategy. Also, the coordination among forwarders is more
difficult in an end-to-end strategy, and can cause duplicate
transmissions as some nodes may not overhear each other.
However, the end-to-end approach usually outperforms the
hop-by-hop approach capitalizing on more network-wide state
information [5].

Note that in the joint IXNC and OR approach, when a coded
packet is forwarded, the forwarder sets of coding partners (i.e.,

Fig. 11. End-to-end versus hop-by-hop forwarder set selection.

Fig. 12. The decoding forwarder sets must be disjoint sets.

decoding forwarder sets) must be disjoint sets; otherwise, those
packets cannot be coded together [77]. That is, for each coding
partner p, the nodes in its forwarder set are its potential next-
hops that have already overheard all other coding partners and
can decode p. If any of these nodes, say N, is in the forwarder
set of another coding partner p̄, it contradicts the fact that N
has already overheard p̄. Thus, these nodes cannot be in the
forwarder set of any other coding partner.

To illustrate the idea, let us assume that in Fig. 12 to forward
a coded packet f1 ⊕ f2, R selects C1

R = {N1
1 , N1

2 , . . . , N1
L1

} and
C2

R = {N2
1 , N2

2 , . . . , N2
L2

} as the decoding forwarder sets of f1
and f2 respectively, where Li denotes the size of the decoding
forwarder set of fi. Let us assume that these two sets are not
disjoint; then there exist N1

k ∈ C1
R and N2

t ∈ C2
R such that

N1
k = N2

t . Let us call this node, which is in the decoding
forwarder set of both coding partners, N. If N ∈ C1

R then it
has not received f1 so far; otherwise it should have forwarded
f1 instead of R. Similarly, N could not have received f2. Now,
if N has heard neither f1 nor f2, how is it supposed to decode
f1 ⊕ f2? Therefore, N /∈ C1

R AND N /∈ C2
R, which shows these

decoding forwarder sets must be disjoint.
In summary, most of the existing joint IXNC and OR proto-

cols adopt the hop-by-hop forwarder set selection strategy as
it requires less complex selection algorithms and coordination
methods. In addition, in contrast to the end-to-end strategy,
the hop-by-hop strategy does not need global topology infor-
mation and works based on the neighborhood information,
which is already available in all protocols. Regarding dis-
joint decoding forwarder sets, coding conditions, discussed in
Section V-E, ensure that the combined packets are decodable,
and their decoding forwarder sets are disjoint.
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Fig. 13. Coding opportunities beyond a two-hop region.

D. Coding Region

The majority of research on IXNC is limited to a two-hop
region. This means a node will encode a packet with other
packets if the next hop of the packet is able to decode it. In
fact, if the next hop cannot decode the packet, it will drop the
packet. However, in some topologies, even if the next hop can
not decode the packet, it could still forward it as coded, and
another node further down stream might be able to perform
decoding successfully.

We use the scenario depicted in Fig. 13 to demonstrate the
idea. In this figure and in a 3-hop network, S1 and S2 send
their packets to D1 and D2, respectively. Although the des-
tinations can overhear the packets of the other flow from its
source, in a two-hop region IXNC cannot find any coding
opportunity in such a topology. Note that R2, which is the
next hop of the packets of the second flow (i.e., flow from S2
to D2), cannot overhear any packet from the first flow. Thus,
if R3 encodes packets of these two flows, R2 cannot decode
the packet. However, in multi-hop coding, R2 forwards the
received coded packet, and then D2 will decode it using the
packets overheard from S1. In fact, if nodes have access to
information about the network topology and the route of the
flows, IXNC protocols will be able to capture such multi-hop
coding opportunities and benefit from them.

The implementation of multi-hop coding seems more chal-
lenging in the joint approach than in the regular IXNC. Of
course, for a coding node to be aware of the nodes that have
already received a packet, the list of the upstream nodes of
the packet can be embedded in the packet header. However,
predicting downstream nodes is more complicated as it does
not include only the nodes on the shortest path. In fact, in
joint OR and IXNC approach even the next-hop is not spec-
ified, let alone the other downstream nodes. Hai et al. [77]
attempt to implement multi-hop coding in the joint approach,
but the only node, in addition to the neighbors of the cod-
ing node (i.e., potential next-hops), which is considered in the
coding decisions is the final destination.

E. Coding Conditions

In IXNC methods, the performance of the network depends
on the decodability of the coding opportunities found in the
network. To ensure the coded packet a ⊕ b is decodable, in
coding within a two-hop region, the next hop of each packet
should have already received the other packet. In a more gen-
eral coding region (i.e., multi-hop coding), there should be a

Fig. 14. Problem with the coding conditions [85].

node in downstream of each packet that has already received
the other packet.

Usually reception reports are sent by every node to inform
others about the packets that have already been received by the
node. The reception reports are piggybacked on data packets
or broadcast periodically as control packets. Each node makes
decisions on encoding based on the information provided by
the reception reports of other nodes. However, there are cases
that nodes cannot rely on such deterministic information for
encoding because of the loss of reception reports or their late
arrival. In such cases, probabilistic information is used [46].

For coding in a two-hop region, this means when the link
quality between nodes is greater than a threshold, two packets
are combined if the next-hop of each packet is the previous-
hop of the other packet or one of the neighbors of the previous-
hop. For example, in Fig. 3, R can combine a and b because
the next-hop of a (i.e., D1) is a neighbor of the previous-
hop of b (i.e., S2), and also the next-hop of b (i.e., D2) is a
neighbor of the previous-hop of a (i.e., S1). For mixing more
than two flows, every two of them should hold the conditions
above. However, in some scenarios as shown in [85], encoding
decisions made based on these coding conditions may decide
incorrectly to mix some packets that cannot be decoded at the
next-hops.

To elaborate on the inaccuracy of these coding conditions,
let us assume that in Fig. 14, reproduced from [85], N0 trans-
mits P1 to N7, N7 transmits P2 to N9, and N2 transmits P3 to
N0. Also, we assume that these sources are out of transmission
range of their destinations, and N5 forwards P1 and P3 as a
coded packet P1 ⊕ P3. Then, N6 decodes P1, and based on
these coding conditions, the combination of P1 and P2 at N6
seems a valid encoding strategy. However, if N6 forwards the
coded packet P1 ⊕P2, N9 cannot decode P2 correctly as it has
only overheard P1 ⊕ P3 but neither P1 nor P3. As explained
in [85], the problem happens because the previous hop of P1
(i.e., N5) sends it as a coded packet; therefore, its neighbors
(e.g., N9) do not receive P1 natively.

Adding OR to IXNC makes coding conditions even more
complicated. From one perspective, since there is not just one
single next-hop for each packet, the chance that packets can
be combined is higher. In fact, as long as at least one of the
nodes in the forwarder set of each packet has already over-
heard the other packet, they can be encoded together. From
another perspective, the forwarder set of the coding partners
(i.e., decoding forwarder set) might be smaller than their orig-
inal forwarder set, as explained in Section IV-A, because it
should only include those nodes that can decode the packet.
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Fig. 15. Greedy algorithms for finding coding partners.

F. Coding Strategy

In IXNC methods, all native packets are usually stored
at the same output queue. However, for the sake of easier
access, some research separates packets in different virtual
queues based on their corresponding flow or their next-hop
(i.e., a virtual queue is assigned to the packets of each
flow or the packets that are to be forwarded to the same
nex-hop) [4], [46]. In addition, coded packets are either gen-
erated when a transmission opportunity is available (i.e.,
on-demand) or beforehand (i.e., prepared).

In an on-demand approach, all packets are stored as native
packets in the output queue, and when there is a transmission
opportunity, the node chooses the native packet at the head of
the queue (i.e., called first packet), encodes and transmits it. To
maximize the number of coding partners combined with the
first packet, it is required to explore all possible combinations
of the first packet with the packets of the output queue. Since,
it is computationally expensive, some studies apply heuristic
methods or search only the first k packets of the output queue
for all potential encoding patterns. Also, some studies consider
a greedy algorithm by sequentially searching either all the
packets of the output queue or only the packets at the head of
virtual queues. Fig. 15 and Fig. 16 present the pseudo-code
for the mentioned search algorithms.

To avoid delaying a transmission for searching queues and
finding coding opportunities, in a prepared approach, as soon
as a new packet arrives at the output queue, the node mixes it
with other packets if there is any coding opportunity. Hence,
an output queue is assigned to the coded packets; coded pack-
ets might also be assigned to separate (virtual) queues based
on the number of their coding partners. To find the potential
coding partners for the new arrived packet, usually first the
coded queue and then the native queue are searched. In fact,
IXNC aims to generate coded packets with maximum cod-
ing partners because the larger the number of coding partners,

Fig. 16. Exploring the first k packets of the output queue to find the largest
number of coding partners for the packet at the head of output queue.

the higher the “free-riding” and coding gain. Note that sim-
ilar search algorithms as in the on-demand approach can be
applied in the prepared approach. In addition, when a node has
a transmission opportunity, it usually gives the higher priority
to the packet at the head of the coded queue.

The on-demand approach may capture more coding oppor-
tunities (i.e., coded packets with more coding partners) as
the coding decisions are based on the latest information
before transmission. However, it imposes more encoding delay,
which can be considerably high especially when all pos-
sible combinations of the packets are explored. Therefore,
in delay-sensitive applications, the prepared approach seems
more feasible. On the other hand, the on-demand approach
might be used in cases where the delay is not the most
important factor, or coding partners are found using either
greedy algorithms or the all-combinations algorithms with
small k.

G. ACK Strategy

Since the next-hop is not predetermined in OR, packets are
usually broadcast, which eliminates the link layer implementa-
tion of the acknowledgment. Therefore, additional mechanisms
are required, either at link or network layer, to recover lost
packets and provide reliable transmissions. Two main available
cases for packet recovery are hop-by-hop ACKs and end-
to-end ACKs. End-to-end ACKs are generated by the final
destination and impose less overhead but increase the end-to-
end delay. On the other hand, hop-by-hop ACKs are generated
by each forwarder and reduce the delay at the cost of higher
overhead [9].
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Furthermore, coded packets in IXNC are forwarded to more
than one next-hop, and if all these next-hops were to acknowl-
edge their corresponding packet immediately after receiving it
from the sender, there would be a high probability of collision
among them. To avoid this issue, COPE uses pseudo-broadcast
(i.e., emulated broadcast) transmissions in which the link layer
destination of the packet header is set to the address of one
of the next-hops, and additional fields are added to the packet
header for the next-hops of other coding partners. Then hop-
by-hop ACKs are sent asynchronously by all the next hops,
added to the header of ready-to-be-sent data packets or in
periodic control packets. Therefore, to reduce the feedback
overhead, a group of packets might be acknowledged together
via bitmaps or reception reports piggybacked on data packets
or sent periodically as control packets.

H. Opportunistic Coding

Opportunistic coding in IXNC means a packet is sent
natively if there is not any coding opportunity. In this case,
coded packets are generated opportunistically and without
postponing transmission of native packets artificially to gen-
erate coded packets. However, in some IXNC studies, the
transmission of the native packet, ready to be forwarded, is
delayed to receive its coding partner(s), and send coded pack-
ets instead of native ones as much as possible. This approach
provides more coding opportunities, and simplifies estimating
the rate of coding opportunities at each node [88]. However,
not applying opportunistic coding causes a longer end-to-end
delay, especially with the asymmetric flows as the transmission
of native packets should be held, waiting for coding partners
to arrive. In general, it seems more reasonable to apply oppor-
tunistic coding in the joint approach. First it reduces the delay.
Second, in OR it is not clear beforehand which packets are
received by which nodes (i.e., there is no designated next-hop).
Therefore, it is not practical to postpone the transmission of
native packets at a node waiting for some potential coding
partners, which may never arrive at that node.

Any proposed protocol for merging IXNC and OR tech-
niques needs to address the mentioned challenges, and make
smart technical design decisions regarding these fundamental
components. As discussed here, the available solutions, inher-
ited from either IXNC or OR, can be helpful but certainly are
not sufficient, and further investigation is required to consider
the effect and characteristics of both techniques in realization
of the joint approach. The classification of joint IXNC and OR
protocols, based on these main components, is summarized in
Table II.

VI. REVIEW OF PROPOSED JOINT PROTOCOLS

The possibility of combining OR and IXNC was first dis-
cussed in [90], where a preliminary version of COPE was
introduced as well. However, the results suggested that the
benefit of combining these two techniques is not notable, and
even duplicate packets can degrade the network performance
in some scenarios. In that early research, forwarders are prior-
itized based on their distance from the destination, and coding

opportunities are not taken into account. Also, the coordination
among forwarders is not discussed in details.

A. Coordination Using IANC

CAOR (Coding-Aware Opportunistic Routing) [53] is one of
those few studies that utilize IANC as the coordination method
of OR in realizing the joint approach. In each transmission,
CAOR combines the packets of flows that maximize a metric,
which is defined in terms of the progress of the packet in each
transmission (based on ETX) and the probability that the next-
hops will receive the coded packet and decode it. However,
the throughput gain of CAOR is relatively smaller than that of
the other joint methods [75] mainly because combining IANC
and IXNC reduces the number of coding opportunities in the
network.

O3 (Optimized Overlay-based Opportunistic routing) [52]
is another approach that exploits IANC in integration of OR
and IXNC, where packets of not more than two flows can be
mixed. In O3, an overlay network performs overlay routing,
IANC and IXNC, while in underlay network OR is applied,
and an optimization problem is solved to find the desirable
sending rates for IANC and IXNC packets. Using Qualnet
simulation, the results show that O3 outperforms shortest path
routing, COPE and MORE. Note that while in regular IANC,
only the final destination needs to decode RLNC packets, joint
approaches discussed here (i.e., CAOR and O3) impose more
overhead and longer delay as all intermediate nodes need to
apply Gaussian elimination and decode RLNC packets (to
decode IXNC packets).

B. Coordination Using Timer

1) End-to-End Forwarder Set Selection: One of the first
studies on joint OR and IXNC is XCOR (Interflow NC
with Opportunistic Routing) [4], whose OR component has
been inspired by SOAR (Simple Opportunistic Adaptive
Routing) [91]. In XCOR, the forwarder set, which forms a
“thin belt” along the shortest path, is calculated recursively for
each next-hop by the source and stored in the packet header.
Also, the forwarders are prioritized based on their closeness to
the destination in terms of ETX. Before forwarding a received
packet, the forwarders start a timer according to their priority,
and cancel the packet transmission if they overhear it from
a higher-priority node. Also, cumulative reception reports, in
the form of a bitmap, provide feedback for local recovery and
packet mixing.

To find the best coded packet at each node, XCOR defines a
utility function as the sum of the utility gain of the next-hops,
which is calculated in terms of the progress toward the destina-
tion, the probability of successful transmission to the next-hop,
and the probability of successful decoding at the next-hops.
Applying a heuristic algorithm, they rank flows in terms of
the length of their output queues, and mix the packet at the
head of the longest one with the packet at the head of other
flows’ queues if this combination increases the utility gain.
In the evaluation of XCOR in Qualnet, two simple topologies
(i.e., a hexagon topology and a chain topology with 4 nodes)



1026 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 20, NO. 2, SECOND QUARTER 2018

TABLE II
TAXONOMY OF JOINT OR AND IXNC PROTOCOLS

are considered, and results show that its performance degrades
significantly in lightly loaded or lossy environments [53].

2) End-to-End ACK: In CORMEN (Coding-aware
Opportunistic Routing in wireless Mesh Network) [80], as an
IXNC scheme enhanced with OR, the nodes in the forwarder
set should have a good quality link with the sender (in terms
of ETX), and the ETX of the link between any pair of them
is within a threshold. Also, to avoid diverging the path and
unnecessary duplicate packets, the nodes in the forwarder set
are neighbors of the nodes in the shortest path. In CORMEN,
end-to-end ACKs are sent instead of hop-by-hop ones, and
each forwarder starts a forwarding timer in terms of ETX and
the maximum number of flows that can be mixed in a coded
packet. When the timer reaches zero, the node will notify
others by sending a probe packet, and other nodes will cancel
their timer and transmission of the corresponding packet.
Similar to source routing protocols, the packet header should
contain not only the forwarder set but also the nodes on the

shortest path. In addition, since the packet may not follow the
shortest path, the forwarders need to keep updating the path.

3) Geo-Position As the Routing Metric: CAR (Coding-
Aware opportunistic Routing) [75] is another joint scheme that
aims to maximize the number of native packets coded together
in a single transmission by dynamically selecting the route
based on real-time coding opportunities. Regarding encoding,
CAR keeps a set of coding groups representing the flows that
can be potentially coded together. In CAR, each node knows
the geographic position of all other nodes in the network, and
the nodes in the forwarder set are neighbors of the sender
that 1) their hop-count to the destination is less than or equal
to the sender, and 2) are closer to the destination than the
sender (in terms of the geographic distance). Each node sets
the forwarding timer inversely proportional to the number of
native packets in a coded packet, and nodes cancel their trans-
mission after overhearing the same packet from another node
in the forwarder set. Also, native packets are only sent by the
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Fig. 17. Diffusion gain in BEND [6].

next-hop designated by the shortest path routing. For TCP (i.e.,
Transmission Control Protocol) flows, ACK packets are sent
along the shortest path and are coded only with themselves.

In another work, considering geographic distance as
the routing metric, CORE (Coding-aware Opportunistic
Routing) [76] selects the forwarder set from the neighbors of
the sender which are geographically closer to the destination
than itself. The main components of CORE are forwarder set
selection, coding opportunity calculation, primary forwarder
selection (i.e., calculating local coding opportunities by each
node), and priority-based forwarding (i.e., using timers by
nodes to coordinate among themselves). In each transmission,
among all nodes in the forwarder set, CORE selects the node
with the highest coding gain as the next forwarder. To priori-
tize the nodes with different coding opportunities, forwarding
timers are used so that the node with more coding opportu-
nities forwards its packet earlier. In addition, in CORE each
packet carries the location of the sender and the destination,
and no retransmission mechanism for lost packets has been
described in their work. To forward a packet at the head of
the output queue, CORE picks the next k packets as seeds for
possible encoding, and chooses the one that maximizes the
coding gain.

4) Considering Link Quality in Coding Gain: While CORE
defines the coding gain function at each node in terms of the
number of candidates in the forwarder set that are able to
decode a coded packet, CoAOR (Coding-Aware Opportunisitc
Routing) [7] takes into account the number of flows coded
in a packet, the link quality and the number of nodes that are
able to encode and decode packets as well. Analytic Hierarchy
Process (AHP) [92] is applied to find the weight of these
parameters. Three main components of CoAOR are coding-
aware forwarder set selection, node coding gain calculation,
and priority-based packet forwarding. The candidates in the
forwarder set are selected from the neighbors of the sender
closer to the destination than the sender itself (in terms of
ETX), which are able to overhear each other. They coordi-
nate among themselves using a forwarding timer inversely
proportional to their coding gain.

5) Diffusion Gain: BEND [6], as another joint approach,
introduces a type of gain, referred to as the diffusion gain,
which is the benefit of being able to scatter flows through
multiple forwarders dynamically. To avoid traffic concentration
in BEND, the neighbors of the sender closer to the destination
may receive a native packet and mix and forward it on behalf
of the next-hop designated by the routing protocol, where

DSDV (i.e., Destination-Sequenced Distance-Vector) [93] is
used as the routing protocol. For example in Fig. 17, where
nodes A and C are the next-hops of the flows from X to Y and
from U to V , respectively, BEND allows B1, B2 and B3, which
can overhear packets of both flows to combine and forward
the packets on behalf of A and C. To do so, a second-next-
hop field is included in the header of native packets. As such,
when a neighbor of the sender receives a native packet, it can
find the address of the next-hop in the second-next-hop field.
However in BEND, OR cannot be applied to two consecutive
hops, and coded packets can only be received and decoded by
the designated next-hops on the shortest path.

FlexONC (Flexible Opportunistic Network
Coding) [85], [94] is another joint IXNC and OR approach
that considers a union of the packets of the neighborhood to
create coding opportunities, while packets travel around the
shortest path. In FlexONC, the nodes in the forwarder set
of a packet are the neighbor of both the next-hop and the
second next-hop of the packet. By maintaining forwarding
tables of all neighbors, instead of carrying second-next-hop
information by each packet, FlexONC is able to address the
described issues of BEND. Moreover, this research discovers
that the conditions used in previous studies to combine
packets of different flows are overly optimistic and would
affect the network performance adversarially. Therefore, a
more accurate set of rules is provided for packet encoding.
Using simulations in NS-2, FlexONC is compared with
traditional non-coding scheme, COPE, CORE and BEND.
The experimental results show that FlexONC outperforms
other baselines especially in networks with high bit error rate,
by better utilizing redundant packets permeating the network,
and benefiting from precise coding conditions.

6) Application in Wireless Multimedia Sensor Networks
(WMSN): In a study focusing on WMSNs, AONC (Adaptive
Opportunistic Network Coding) [89] improves the transmis-
sion quality of video streams. In regular IXNC, if coding
partners do not have the same size, the shorter packet is
padded with zeros. Therefore, the length of the coded packet
is determined by the length of the longer coding partner. This
reduces the coding space utilization, which is a metric repre-
senting the amount of original data carried by a coded packet
of a certain length. Given that video packets have variable
lengths, to resolve this issue and encode coding partners with
similar lengths, AONC might send more than one packet of
a flow in each transmission. In fact, to maximize the for-
warded length, it splices packets of the same flow as long
as the spliced packet’s length is less than the space length
limit. Then, the spliced packets of different flows could be
mixed using IXNC. Their optimization algorithm is repeated
for different coding groups and different possible space length
limits, and finally the one with maximum space utilization
is selected. Although this method reduces the number of
required transmissions, it intensifies the packet reordering
problem of OR.

7) Coding-Based ETX: INCOR (Inter-flow Network
Coding-based Opportunistic Routing) [54] introduces a metric
called Coding-based Expected Transmission Count (CETX)
that computes the expected transmission count required to
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deliver one packet to a destination using IXNC. This met-
ric is used to prioritize the nodes in the forwarder set when
lower CETX means higher priority. To calculate CETX for all
nodes, they run a centralized algorithm similar to Dijkstra’s
algorithm based on the idea that adding the closer neighbors
of node i and their forwarder set (in terms of CETX) to the
forwarder set of node i can reduce its CETX. Each packet
carries its prioritized forwarder set, and the forwarders start
a forwarder timer proportional to their priority, which will be
canceled upon hearing an ACK from a higher-priority node.

8) Coding Is Not Always the Best Option: HCOR (High-
throughput Coding-aware Opportunistic Routing) [77] is a
distributed system based on anypath routing [95] claiming that
maximizing coding opportunities does not necessarily improve
the network performance. Since the forwarder set of a coded
packet is a subset of the original forwarder set (i.e., the subset
that can decode the coded packet), HCOR argues that sending
coded packets is not always beneficial, and one may need to
decide if IXNC decreases the cost by “free-riding” or increases
it by shrinking forwarder set. Therefore, they consider coding
gain as well as link qualities to find the path with minimal any-
path cost. In HCOR, at most two packets can be mixed, and the
coordination among nodes in the forwarder set has not been
discussed. They compare HCOR with anypath routing as well
as a joint OR and IXNC approach that always encodes pack-
ets if there is any coding opportunity, referred to as COOR in
their research. The results show that HCOR outperforms other
baselines in different scenarios by 10% to 30%.

C. Coordination Using Reception Reports

A few studies on the joint approach provide information for
the nodes by exchanging reception reports and control packets
such that ideally all nodes act consistently having a similar pic-
ture of the network, and can agree on the same best forwarder
without using any timer or applying IANC. This coordina-
tion technique can cause inconsistency of information among
nodes leading to a sub-optimal forwarder selection, deadlock
(i.e., no one transmits the packet), or non-decodable transmis-
sions. To handle these issues, techniques like guessing (i.e.,
using the delivery probability of the links as the probability
that the neighbor has received a packet) or timers are used as
well.

ANCHOR (Active Network Coding High-throughput
Optimizing Routing) [66] is a method in which packets carry
the shortest path information. By exploiting coding opportu-
nities, ANCHOR actively updates the route, which has been
embedded in the packet header. Based on reception reports, if
a node other than the next-hop of the packet can provide more
coding opportunities, it notifies the other nodes to update the
route. Simulation results in Glomosim show that ANCHOR
performs better than COPE and DSR [96] in a number of
scenarios.

In another method called CAOR [79], the nodes in the for-
warder set are neighbors of the sender closer to the destination
than the sender (in terms of ETX) that can mutually over-
hear each other. To find the higher-priority forwarder with
most coding opportunities, nodes exchange reception reports

advertising not only their own stored packets but also their
neighbors’ packets. Doing so, all nodes in the forwarder set
can compute available coding opportunities in each other and
will know their transmission priorities, and which one of them
is the best forwarder for this particular transmission. To avoid
duplicate packets, nodes will cancel their transmission if they
overhear another node in the forwarder set transmitting the
same packet. Also, to compensate for lost or delayed recep-
tion reports, each node guesses about packets it would receive;
if a node has received M consecutive packets of a flow, it
can report the next two packets of that flow in its current
reception report. Nevertheless, CAOR still uses timers, and
each node sets its transmission timer proportional to its pri-
ority. Simulation results of comparing CAOR and COPE in a
1000 × 1000 field with 200 nodes shows that as the number
of UDP (i.e., User Datagram Protocol) flows in the network
increases CAOR outperforms COPE due to providing more
coding opportunities. However, when the number of flows is
considerably large, they perform similarly because there is
little room for CAOR to increase coding opportunities by for-
warding packets through a path other than shortest one. Also,
by increasing the number of hops between the source and des-
tination, CAOR’s throughput drops not as quickly as that of
COPE because of providing more coding opportunities and
alleviating the effect of congestion.

In a more theoretical study, Mehmood et al. [8] discuss the
optimal approach in a combination of IXNC and OR for bidi-
rectional unicast flows between two nodes relayed by multiple
common neighbors. They argue that naive combination of OR
and NC is sometimes sub-optimal, and may even perform
worse than NC over a shortest path. They propose a dynamic
programming algorithm to find a lower bound on the expected
number of transmissions required to communicate a packet in
both directions in terms of link error probabilities. In their
model, all nodes are in interference range of each other and
concurrent transmissions are not possible in the network. Also,
all nodes report the information state (i.e., the packets over-
heard or received) of themselves and their neighbors in a series
of ACKs after transmission of every data packet (ACK cycle).
They assume that the source nodes are always saturated, at any
given time only one packet of each flow exists in the network,
and all nodes already know the link probability parameters in
advance.

To find the best scheduling plan to deliver one packet of both
sources to their destinations, the network state in each time
instance is calculated, which includes the information state of
all nodes representing the packets overheard by them. Their
model provides a DAG (directed acyclic graph), where each
nodes denotes a network state and any edge corresponds to a
transmission of a packet (from one of two flows or their combi-
nation), and a subset of the nodes receiving that transmission.
For each network state, a score is defined as the expected num-
ber of transmissions from that state until both destinations
receive their packets. An algorithm similar to Bellman-Ford
algorithm for shortest path (or Viterbi algorithm for finding a
maximum-likelihood sequence of states) is applied to find an
edge (i.e., transmission) with which the score of the new node
is the minimum possible (i.e., referred to as optimal action).
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By applying this algorithm recursively, eventually it finds the
optimal score for the starting state, where two sources are
to transmit their packets. The complexity of the algorithm
is (3K + 2)4K + 1, where K is the number of intermediate
nodes. Using numerical results (without considering the effect
of ACK cycle overhead), optimal scheme can reduce the num-
ber of required transmissions by up to 20% comparing with
OR or IXNC in isolation, or their simple combination.

D. Summary and Comparison of Proposed Joint Protocols

As discussed in this section, the most common coordina-
tion method is using timers to schedule the transmission at
the candidate forwarders. The candidates set their forwarding
timer in terms of their rank, which can be pre-determined and
attached to the packet header by the sender or calculated by
each node based on the available local information (e.g., the
proximity to the destination, the coding gain of the scheduled
transmission). However, since this scheduling is not usually
strict, the candidates also rely on random medium access, and
each node cancels its transmission if it overhears the transmis-
sion of the same packet by another node in the forwarder set.
Therefore, it is crucial that all nodes in the forwarder set can
overhear each other over high-quality links.

To avoid the issues related to the timers, a forwarder set
can be coordinated using IANC in which, instead of schedul-
ing the candidates to forward only the packets that have not
been transmitted by higher priority nodes, the candidates for-
ward random combination of their received packets. Doing
so, all packets are equally beneficial, and the destination can
decode the packets after receiving enough innovative pack-
ets. However, this increases the end-to-end delay due to the
encoding and decoding delay. Furthermore, one of the biggest
challenges of IANC is deciding on the number of coded
packets that each candidate should forward. While sending
unnecessary packets degrades the network performance, there
should be sufficient transmissions to decode the original native
packets at the destination [9], [10]. To alleviate this issue and
control the number of packets spread in the network, a credit-
based approach is usually applied in which each node’s credit
represents the number of qualified transmissions, but it is not
perfect. In addition, adding IXNC to IANC makes the imple-
mentation even more challenging as each coded packet can
be both RLNC of the packets of the same flow and XORed
of the packets of different flows. The design of protocols that
implement these two layers of encoding and decoding is tricky,
especially by considering the fact that IXNC packets usually
are decoded at the next-hop, while the decoding of the IANC
packets are done only by the destination.

Furthermore, as described in this section, joint protocols
propose various metrics to decide on the nodes in the for-
warder set and prioritize them. However, they often agree on
the incorporation of the closeness to the destination (in terms
of ETX, hop-count or geo-distance) and the coding gain (usu-
ally defined as the number of combined flows or the number
of neighbors that can decode the packet). While these two
parameters should be taken into account, some other criteria
are required for the joint approach to outperform the individual

IXNC and OR approaches. For example, any joint proto-
col needs to ensure that after each transmission, the packet
becomes closer to the destination. On the other hand, choos-
ing a perfect metric, which selects the best candidate at each
transmission, requires more state information to be gathered
at each node and increases the overhead and the complexity of
the protocol especially if more than two flows are combined.
Therefore, further studies are needed to develop an efficient
joint approach based on the characteristics of these two tech-
niques as well as some other factors such as the network
topology and the traffic pattern [5]. Table III summarizes the
comparison of mentioned joint protocols with highlights of
their performance including their principal idea, the simulation
tool used, their evaluation scenarios and their throughput gain.

VII. ISSUES, CHALLENGES, AND FUTURE

RESEARCH DIRECTIONS

As discussed in Section VI, some methods have been
proposed to combine IXNC and OR; however, most of
them are yet to fully utilize the broadcast nature of wire-
less networks. In some described works, the closeness to
the destination (i.e., to find the forwarder set) is calcu-
lated in terms of the hop count or the geographic dis-
tance [75], [76], which does not necessarily represent the
quality of the path. In addition, in many studies, the path trav-
eled by the node can be excessively longer than the shortest
path [7], [54], [75], [76], [79], which can increase the end-to-
end delay, and degrade the performance. Even most of those
studies that take into account the length of the route and select
the forwarder set from nodes around the shortest path cannot
combine packets of more than two flows [77] or require the
source to know the shortest path and embed it in the packet
header [4], [66], [80].

Furthermore, as discussed in Section IV, although integra-
tion of IXNC and OR seems promising, a simple and per-
functory combination of these two components does not nec-
essarily outperform each individually, and even may degrade
the network performance. As we explained in Section V, any
IXNC or OR protocol must make important design decisions,
and address some important questions. However, the solu-
tions proposed in the literature for the realization of each of
these two techniques, in isolation, may not fit their combi-
nation. Thus, to have a synergistic effect in this integration,
one may need to revisit the implementation and objectives of
each component accordingly, and consider the characteristics
of both techniques in the proposed solutions for the challenges
described at the end of Section III.

Therefore, further research on the idea of integrating IXNC
and OR is imperative to not only better capture the coding
opportunities in the network, but also control effectively how
far packets stray away from a designated shortest path. To this
end, in addition to exploring the key components discussed in
Section V, some other research directions on further improving
the performance of joint IXNC and OR approach can be briefly
outlined as follows:

• Adding IANC – By applying IANC, the joint approach
can omit the need to a strict scheduler for forwarder
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TABLE III
COMPARISON OF JOINT OR AND IXNC PROTOCOLS

set coordination, as explained in Section V-B. In recent
years, a number of publications have augmented the joint
approach with IANC [52], [53]; however, further stud-
ies are required to efficiently merge these three great
techniques, and address some important challenges about
the way and the complexity of merging two separate
encoding techniques (i.e., IANC and IXNC) at different
nodes.

• Coding beyond a two-hop region – There has been
some research on extending the coding region in the
network by proposing a new NC-aware routing proto-
col [71], [101], [102], but not in conjunction with OR.
To the best of our knowledge, in the only study on the

joint approach with multi-hop coding, coded packets can-
not be decoded at any other node than the next-hop or
the final destination [77]. Thus, it would be of interest to
strengthen IXNC by including a combination of OR and
more powerful detection of coding opportunities beyond
a two-hop region.

• Working properly with TCP – In general, NC significantly
supports UDP flows, but for TCP flows, it may achieve a
gain much lower than expected because of the congestion
control mechanism in TCP windows. However, in recent
years a few studies have been conducted to control sent
and received packets and ACKs to the transport layer,
so that NC can be applied without much effect on TCP
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windows [103]–[108]. Hence, a future extension of the
joint approach could be its exploration and modification
under TCP flows.

• Physical-layer network coding – Physical-layer network
coding (PNC) [109]–[112] is another type of NC, in
which nodes simultaneously transmit packets to a relay
node that exploits mixed wireless signals to extract a
coded packet. Merging OR with PNC, instead of IXNC,
can be considered as another way of combining the
power of OR and NC to boost the network performance.
Although many ideas from the joint IXNC and OR
approach can be transferred, this integration brings its
own unique challenges and benefits due to unique charac-
teristics of PNC. For example, in PNC, nodes can transmit
simultaneously to a relay node without causing collision
at the cost of a larger carrier sensing range.

• Joint approach in cognitive radio networks – In recent
years, applications of NC in cognitive radio networks
(CRNs) have seen considerable attention especially
because of providing more efficient and secure data
transmission as well as more effective spectrum uti-
lization [30]. Furthermore, due to the dynamic spec-
trum access and channel availability in CRNs, OR per-
forms better than traditional routing protocols. Some
research [113]–[115] also adds IANC to OR as the
scheduling technique. Regarding the joint IXNC and
OR approach, a few studies [116], [117] investigate the
effect of their combination in CRNs and show promising
improvement over traditional techniques. However, fur-
ther research is required to customize the features of the
joint approach and make it perfectly suitable for CRNs.
For example, mentioned routing metrics and forwarder set
selection strategies might not fit well CRNs and need to
be tailored based on the specifications of CRNs. In addi-
tion, further investigation is required to apply the joint
approach in multi-channel CRNs with uncertain channel
availability.

• Full-duplex communications – Due to recent advance-
ments in wireless technology, full-duplex (FD) com-
munication in which a node can transmit and receive
data simultaneously with the same frequency band,
seems more feasible. Some studies apply FD along with
IANC [118] or PNC [119]–[122] in wireless networks.
Also a survey on the applications of FD in CRNs can
be found in [123]. We believe incorporating FD into the
joint approach can be an interesting area of future inves-
tigation especially for CRNs or when PNC is used, and
it can provide more reliable and efficient communication
networks.

VIII. CONCLUSION

To improve the performance of IXNC especially under poor
quality channels, its integration with OR seems promising.
As discussed in Section III, by applying OR not only the
performance of IXNC improves in lossy networks but also it
can explore more coding opportunities throughout the network.
Furthermore, when there are multiple flows in the network,
by utilizing the “free-riding” feature of IXNC and forwarding

more than one packet in each transmission, the performance
of OR can be improved. However, the scenarios discussed in
Section IV show that a naive integration of IXNC and OR
may not possess the synergistic effect that we expect, and
may even degrade the performance in comparison to applying
these techniques individually. In fact, to show the real power
of the joint approach, some fundamental components of either
of these two techniques, discussed in Section V, should be
designed carefully considering the effect and characteristics
of both of them. To show how existing joint protocols address
the challenges related to these components, we compared sev-
eral joint protocols in Section VI highlighting their pros and
cons. Moreover, the essential issues of the joint approach as
well some important future research directions were illustrated
in Section VII.
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ExNT Expected Number of Transmissions
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FD Full-Duplex
FlexONC Flexible Opportunistic Network Coding
HCOR High-throughput Coding-aware Opportunistic

Routing
IANC Intra-flow Network Coding
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Opportunistic Routing
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O3 Optimized Overlay-based Opportunistic
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