Is Layering Harmful?

Remote Procedure Call mechanisms over TCP can produce behavior analogous to the Silly Window Syndrome because of a mismatched interface between the socket and the TCP modules.
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When invoking an operation on a remote machine, the paradigm with which programmers are most comfortable is the Remote Procedure Call (RPC). In this operation, the local process invokes a stub procedure, which marshalls the parameters to be passed to the remote operation into a machine-independent format, then sends the parameters and a request identifying the operation to be invoked to the remote machine. The operation is performed, and the results are returned to the local stub procedure, which passes the results to the invoking program. If the link to the remote machine is not totally reliable, then in order to create the once-only semantics that most calls require, mechanisms that guarantee the correct delivery of the data must be invoked. Where these mechanisms are placed is a matter of debate; the Sun Micro Systems Network File System \(^T\) is best known for using its own reliability mechanisms over the User Datagram Protocol (UDP) \([1]\). However, building reliable delivery mechanisms that can cope with arbitrary message sizes as well as the problems of duplicates, missing messages and out-of-order delivery is not a trivial task, and if it is constructed wrongly, performance suffers—not only that of the operation invoking the messages, but that of the other denizens of the network as well.

An alternative approach is to use the reliable delivery mechanisms that already exist in most systems, such as the Open Systems Interconnect (OSI) Class 4 Transport Protocol (TP4) \([2]\), or the Department of Defense (DoD) Transmission Control Protocol (TCP) \([1]\). These protocols ensure not only reliable delivery of data, but also responsible use of the network resource.

There are concerns that RPC is not the correct mechanism to use in a distributed system that runs over high bandwidth-delay-product networks, as the block-on-response semantics of the call are an inefficient use of resources. However, it is an easy mechanism for programmers raised on single-processor systems to use in building distributed systems, and it will be sufficiently pervasive to make optimizing its performance worthwhile.

As part of an investigation into the performance of the Sun Micro Systems RPC mechanism \([3]\) over TCP, we found unexpected glitches in the performance of RPC calls as their size increased. This aroused curiosity about where these glitches were arising from. Eventually, investigations led to a mismatched interface between layers of a protocol stack, and an inappropriate buffering strategy between the socket code and the TCP code. A diagram of the protocol stack can be seen in Table 1.

Although correcting these deficiencies is an important result in its own right, we feel that the problems we have uncovered illustrate the deficiencies in the models used to implement communications systems. The concentration on a layered architecture in which the functions of each layer are independent of each other results in a common processing path for incoming and outgoing data, which passes along a path with crevasses and cliffs between layers. Instead, we recommend the use of a separate model for designing and implementing a real system, in which the focus of design is on supporting the requirements of the applications’ data unit.

The first part of this article shows the detection and diagnosis of the problem, and the second part provides some pointers to a design approach that could avoid the problems of mismatched communications layers.

This Graph Looks Strange . . .

The RPC program used to construct the test was a very simple echo program, where the data passed was turned around and echoed back. We ran the program for a fixed number of procedure calls and recorded the time taken while varying the size of the data to be echoed. The machines were Sun SLCs running SunOS 4.1, connected via an Ethernet. Since the TCP connection is maintained while the calls are being made, the latency of connection setup and teardown is amortized over all the calls. A graph showing the performance we discovered can be seen in Fig. 1. Similar behavior was observed on Sun3 and HP400 machines. The variations in thresholds and per-
formance between the various machines were minor.

We were very puzzled by the order-of-magnitude glitch that started at around 4,000 bytes of data and finished at 1,000 bytes later, and by the irregular graph of the subsequent behavior.

Our initial thoughts were that the problem was an aberrant interaction between the windowing flow control of TCP and the buffer sizes of the RPC call. To investigate this, we ran tcpdump on a third machine on the same ethernet as the machines carrying the aberrant conversation. Tcpdump is a traffic-monitoring program written by Van Jacobson et al. [4], which can capture traffic and print out the constituent packets with the following format, as in Table 2:

• Time: This is the time in which the packet traversed the Ethernet, accurate to about +/− 10 ms using the Network Interface Tap in Sunos 4.1.1.

• src, dst: These are the source and destination Internet Protocol (IP) address and TCP/UDP port number, and can be used to deduce application in most cases using the well known port concept in the IP Architecture.

• flgs: These flags indicate whether the packet is the start or end of a connection, or whether the packet has a PUSH bit set if TCP data.

• seq: If TCP, the start and ending (byte) sequence number of this packet.

• lh: The packet length in bytes.

• ack: If TCP, the sequence number that this packet acknowledges.

• win: The size of the receive window in bytes that the sender of this packet is advertising.

The sample trace displayed in Table 3 shows the pattern of packet transmission for data sizes of 4,800 bytes. The initial UDP packets query the portmapper as to which port to use. The trace is displayed in a time sequence diagram in Fig. 2. The other tool we used to investigate the problem was the trace facility, which intercepts the system calls and signals of a program and displays their arguments and results [5]. In this way, we discovered that the rpcgen-generated code uses user space buffers of 4,000 bytes for External Data Representation (XDR) conversion [6]. These buffers are then submitted to the kernel for copying to mbufs and then onto the socket queue. A curtained version of the output from the trace command is shown in Table 4. The write and read calls are shown in bold.

As can be seen in Table 3, the default window size of the TCP connection is 4,096 bytes. If the buffer used to pass data were 4,096 bytes as well, then each buffer would be sent as a full window, and we would have seen a smoother graph for the transfer of data. However, they were not, and we saw suboptimal behavior when the sizes of the buffers were not matched. Thus, the first lesson is to match buffer sizes whenever possible, so that there are never any small amounts of space left over. (Of course, we could not possibly speculate that the reason for having 4,000-byte buffers in the XDR code was because someone interpreted “4K” as meaning “4,000” and not “4,096.”) However, the behavior still required a deeper explanation, so we started looking at the tcpdump traces more closely.

The length of the RPC call was extended beyond that expected by the delays between the small packet in Fig. 2, carrying sequence numbers 4001:4097, its corresponding acknowledgement, and then the large data packet carrying sequence numbers 4097:4837. These packets are highlighted in bold in Fig. 2. The gaps in between sending the small packet and the succeeding packet was long enough to force the data to be read in two separate reads, one of 96 bytes and the other of 756 bytes.
The cost of the additional system call and its concomitant context switches accounted for the additional time spent servicing the RPC call. It thus appeared that the performance glitch was caused by the splitting of the second data buffer written to the send code into a small and larger packet, even though the total data to be sent was less than the maximum size of an Ethernet packet.

To ensure that the problem was independent of the rpcgen code, we hacked a program that wrote a variable sized buffer and a variable amount of data to the discard port, and used this to discover what was happening at the TCP level. Investigation of the performance showed that the falling edge on the glitch lay between 5118 and 5120 bytes of data being sent.

As shown in Table 5 and pictorially in Figs. 3 and 4, it is only the smaller of two data sizes that generates a small packet, which causes a slowdown of the data flow due to use of the Nagle algorithm [7]. This algorithm attempts to reduce the congestion in the network by only allowing one unacknowledged small packet in the network at any one time. Unfortunately, this algorithm interacts quite badly with the delayed acknowledgment processing that occurs at the other end of the connection. After the small packet is sent, we have insufficient data remaining to make a "large" packet, so this packet cannot be sent until the previous small packet is acknowledged, thus obeying Nagle’s edict. However, the receive side of TCP processing delays generation of acknowledgements when data is received, since there is likely to be more data following soon. So, when a small packet is sent (and no other data), there will be a long wait before the acknowledgment is generated and the throughput will suffer. When we repeated the experiment with the Nagle delay turned off at the sender (TCP_NODELAY as a socket option), we gained the results in Table 6.

As can be seen, although the delay between packets has been reduced, the data is still transferred for the smaller data size in a small and a big packet. In addition, the delayed acknowledgment policy is not configurable, so the overall time spent transferring the data is still dominated by the timeout for the generation of the acknowledgment and only slightly improved by the faster generation of the larger packet. This is confirmed by repeating the initial RPC experiment, which showed little improvement with using the TCP_NODELAY option.

However, this effect is only apparent for transferring small amounts of data, as the graph in Fig. 5 shows. This graph tracks sequence number versus time for buffer sizes of 4,095 bytes and 4,096 bytes, over a transfer of one million bytes (Nagle is on). The gradient shows the throughput achieved in the transfer, which is identical in both cases. Obviously, the problem we are searching for is a boundary effect, with no impact on large transfers but important for RPC calls.

Table 5. tcpcap traces for a buffer size of 4095 bytes, and data sizes of 5118 bytes and 5120 bytes

Table 6. tcpcap traces for a buffer size of 4095 bytes, and data sizes of 5118 bytes and 5120 bytes with NO_TCPDELY

2 This is to be expected as the TCP code has been heavily optimized for bulk throughput.

The cost of the additional system call and its concomitant context switches accounted for the additional time spent servicing the RPC call. It thus appeared that the performance glitch was caused by the splitting of the second data buffer written to the send code into a small and larger packet, even though the total data to be sent is less than the maximum size of an Ethernet packet.

To ensure that the problem was independent of the rpcgen code, we hacked a program that wrote a variable sized buffer and a variable amount of data to the discard port, and used this to discover what was happening at the TCP level. Investigation of the performance showed that the falling edge on the glitch lay between 5118 and 5120 bytes of data being sent.

As shown in Table 5 and pictorially in Figs. 3 and 4, it is only the smaller of two data sizes that generates a small packet, which causes a slowdown of the data flow due to use of the Nagle algorithm [7]. This algorithm attempts to reduce the congestion in the network by only allowing one unacknowledged small packet in the network at any one time. Unfortunately, this algorithm interacts quite badly with the delayed acknowledgment processing that occurs at the other end of the connection. After the small packet is sent, we have insufficient data remaining to make a "large" packet, so this packet cannot be sent until the previous small packet is acknowledged, thus obeying Nagle’s edict. However, the receive side of TCP processing delays generation of acknowledgements when data is received, since there is likely to be more data following soon. So, when a small packet is sent (and no other data), there will be a long wait before the acknowledgment is generated and the throughput will suffer. When we repeated the experiment with the Nagle delay turned off at the sender (TCP_NODELAY as a socket option), we gained the results in Table 6.

As can be seen, although the delay between packets has been reduced, the data is still transferred for the smaller data size in a small and a big packet. In addition, the delayed acknowledgment policy is not configurable, so the overall time spent transferring the data is still dominated by the timeout for the generation of the acknowledgment and only slightly improved by the faster generation of the larger packet. This is confirmed by repeating the initial RPC experiment, which showed little improvement with using the TCP_NODELAY option.

However, this effect is only apparent for transferring small amounts of data, as the graph in Fig. 5 shows. This graph tracks sequence number versus time for buffer sizes of 4,095 bytes and 4,096 bytes, over a transfer of one million bytes (Nagle is on). The gradient shows the throughput achieved in the transfer, which is identical in both cases. Obviously, the problem we are searching for is a boundary effect, with no impact on large transfers but important for RPC calls.

Tracking the Small Packet

Looking through the TCP code to trace where a small packet could have been sent, we noticed that the PUSH bit is only set on a packet when it is the last data left in the send queue. Now, since the small packet has the PUSH bit set, we logically deduced that the socket code had placed a
small amount of data in the send queue for the case when it had less than a certain threshold amount of data to send, and had not placed any data in the queue when it had more than the threshold amount of data. This explains why bulk data transfers are not affected by this phenomenon, since each write from user space will have a large amount of data for the sosend code to place in the queue, and the amount of user data should not drop below the threshold.

To confirm this, we went to the BSD socket code to see when data is placed on the send queue. First we looked at the Tahoe release of the 4.3 BSD code, in which we found the code in Table 7.

This appeared to be the root of our problems, in that a small fraction of data can be written when the total data is less than the size of an mbuf cluster. We found this to be analogous to the Silly Window Syndrome for TCP described in [8], where throughput of a connection is limited by only having a small window open in the flow control mechanism, so that less-than-optimal-size packets of data are sent through the network.

The problem is solved for TCP by preventing receivers from advertising small increases in receive windows, and transmitters refraining from sending if the advertised window is too small. In the problem presented here, the flow control is between the socket layer and the TCP layer, and it is the sender—the socket layer—who is misbehaving and sending small chunks of data when it is more efficient to send larger chunks. The socket layer should refrain from placing more data into the buffer until there is sufficient space to send a larger chunk of data.

It is important to realize the significance of where this error originated and, in particular, how the layered structure of the software contributed to the problem. The communications software is implemented in a layered fashion, where each layer contains functionality independent of that in the other layers. Thus, the application processes are independent of the presentation process and the semantics of the data passed to the XDR routines are hidden from the XDR processing layer. Each layer “does its thing” on the data to be transferred, and then moves it down to the layer below. In this way, we get the time sequence diagram shown in Fig. 6, where the data passes from application to RPC stub routine to XDR routine (presentation layer in the International Standards Organization—ISO—Reference Model) to socket (session layer) to TCP (transport layer) and so on.

The most recent release of the BSD socket code (Reno) corrects the problem by the use of a low-water mark, in which data is only appended to the send queue when the space remaining is above a settable low-water mark (through the setting of socket options). It appears that the current default is 0 bytes, but it is suggested that this is increased to at least the default maximum segment size for TCP sockets. Users cannot be relied upon to set the proper sizes for common working of their code. A somewhat terse explanation of the thinking behind the BSD communications code can be found in [9].

To test out our hypothesis, we rebuilt a UNIX kernel with a modified sosend function that only placed partial user data into the send queue if there was more space in the send queue than the size of an mbuf cluster. The code is shown in Table 8. The result of running the same experiment as previously is shown in Fig. 7. The resultant curve is gratifyingly smooth compared to the previous result, shown by the dotted line.

Table 7. Old sosend code that decides whether to wait on a socket buffer

```c
/* find out how much space there is in the buffer */
space = sbspace(&so->so_snd);

/* Block if we want to send all at once, and there is not enough room */
if (((sosendallatonce(so)) &&
     space < uio->uio_resid +rlen))
    goto restart;

/* Or if we have more than MCLBYTES of data and less than */
/* MCLBYTES of space and there's already data in the queue */
if ((uio->uio_resid = MCLBYTES && space < MCLBYTES &&
    so->so_snd.sb_cc = MCLBYTES &&
    (so->so_state & SS_NBIO) = = 0))

    sballock(&so->so_snd);
    sbwait(&so->so_snd);
    spix(s);
    goto restart;
```

Table 7. Old sosend code that decides whether to wait on a socket buffer of an mbuf cluster. The code is shown in Table 8. The result of running the same experiment as previously is shown in Fig. 7. The resultant curve is gratifyingly smooth compared to the previous result, shown by the dotted line.

What Did We Learn?

Our problem finally resolved into a data transfer problem between two layers of a communications stack implementation. It is our contention that this problem is inherent in the design methods that are used for implementing communications software, where the conceptual model of a layered stack is also used for the engineering of the implementation. Layering is about modularizing the functions performed on data during its transfer from one machine to another, so that the complexity of the transfer can be managed. However, the flip side to modularization and data-hiding is that tuning the efficiency of the data path for transfer of data becomes difficult, as important details such as buffer sizes are hidden from each layer. Vertical partitioning emphasises the discontinuities in the data path, which then obstruct the application from receiving the quality of service it requires.
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Table 8. New sosend code that decides whether to wait on a socket buffer

The inadequacies of the layered model for implementation receive attention from Clark and Tennenhouse. They propose that communications architectures move away from layers and focus on the requirements of the application as the basis. The application data unit is used as the basis for constructing the communications software from plug-in data transfer functions for presentation processing, encryption, checksumming, etc., and control functions such as flow control are done "out of band," rather like moving from stepwise decomposition to object-oriented design, where the required functions are put together with the application data unit to create the required implementation.

Efficient data transfer requires the common processing path, from application to wire to application, to be examined and taken as an integrated path. Clark uses the concept of "Integrated Layer Processing" to cover the integration of the data path so that the data transfer is efficient. In the case above, this would require the sizes of the buffers at each stage of the transfer to be matched to the size of the application data units, i.e., the size of the RPC parameters and their associated control information. To do this requires that communications software have control paths both up and down, so that the requirements of the application and higher functions can be met by the lower functions, and the constraints of the lower part of the path can shape the requirements of the application.

Conclusion

We have exposed a design flaw in the communications software of most UNIX systems, positioned at the interface between the socket code and TCP, although upcoming releases of UNIX should not have this problem. In doing this, we used the trace tool to discover the interactions of the interlayer communications, from user space to kernel, and the tcpdump tool to discover the interactions of the inter-layer communications.

The advent of high-bandwidth networks, as well as an increased range of applications from video and voice to more traditional data transfer, is likely to increasingly reveal the inadequacies of the layered communications architecture as a model for constructing real systems. We have shown a design fault at a layer boundary that reduced efficiency; at higher speeds and with more demanding applications, any discontinuity in the data path will reduce the performance to below that which the user will find acceptable. We believe it is necessary to start adopting new models for designing communications models such as those in [10], which allow an application to specify its requirements and have them met by an integrated data transfer path.
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