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Abstract. Interaction using depth-sensing cameras has many applications in 
computer vision and spatial manipulation tasks. We present a user study that 
compares a short-range depth-sensing camera-based controller with an inverse-
kinematics keyboard controller and a forward-kinematics joystick controller for 
two placement tasks. The study investigated ease of use, user performance and 
user preferences. Task completion times were recorded and insights on the 
measured and perceived advantages and disadvantages of these three alternative 
controllers from the perspective of user efficiency and satisfaction were ob-
tained. The results indicate that users performed equally well using the depth-
sensing camera and the keyboard controllers. User performance was significant-
ly better with these two approaches than with the joystick controller, the refer-
ence method used in comparable commercial simulators. Most participants 
found that the depth-sensing camera controller was easy to use and intuitive, but 
some expressed discomfort stemming from the pose required for interaction 
with the controller.  

Keywords: Gesture-Based Controllers for Robot Arm Manipulation. Depth-
Sensing Cameras and Short-Range RGBD Sensors.. Inverse and Forward Kin-
ematics. User Studies. 



1 Introduction 

Human-Computer Interaction using depth-sensing cameras has captured the imagina-
tion of enthusiasts and researchers alike. Depth-sensing cameras are especially suited 
for spatial manipulation tasks, and are nowadays used in many areas, including mo-
bile computing, gaming and robotics [1-4]. After the introduction of the first Kinect, a 
new group of depth-sensing cameras with a much closer range of interaction appeared 
in the market, allowing for the technology to be used in a wider variety of applica-
tions in desktops, laptops, wearable and mobile devices. [5-9].   

In this article, we investigate a depth-sensing camera controller based on inverse-
kinematics for placement tasks using a robot arm simulator, and describe a user study 
to evaluate participants’ performance using short-range depth-sensing camera control-
lers against comparable off-the-shelf controllers. 

 

2 Related Work 

In recent years there has been a significant increase in the usage of robotic arms that 
require human manipulation in industrial, medical and offshore applications.  

One of the earliest manipulation problems studied in the field of robotics was the 
insertion of a peg into a hole using a robotic arm while preventing the wedging or 
jamming of the peg  [10]. Since then, there have been significant advances in manipu-
lation techniques and robot control.  There are many techniques for manipulating a 
robot arm, such as the Titan IV robot arm, involving position-controlled manipulators 
[11-13], joystick based controllers [11, 14], speech [15, 16], gesture based controllers 
[2, 3, 17], computer simulations [18, 19], and even smartphones [20]. To help training 
operators to control a robotic arm, there are virtual simulators like GRI Simulations 
Inc.’s VROV manipulator trainer [19], which help a user train on a particular robotic 
arm type using either a master controller or a joystick. Compared to joysticks, master 
controllers are more sophisticated and expensive devices. On the other hand, joysticks 
are  more affordable, but not as convenient as master controllers, since they are gener-
ic use products designed for gaming which do not exactly map to the functionalities 
of master controllers. 

In this research, we evaluated alternatives to control robots arms using off-the-shelf 
input devices, such as cameras and keyboards. Previous methods which use either 
stereo cameras or depth-sensing cameras to control a robot are described in [2-4]. To 
manipulate the simulated  robotic arm used in this study, we implemented the method 
presented by Mishra et al. [21].  In that approach, the user specifies the target position 
of the robot actuator by moving his/her hands in front of a depth-sensing camera. The 
depth camera returns the coordinates of the users’ hand and the coordinates are passed 
as target position to an inverse kinematics module, where the joint angles for the arm 
simulator are calculated using CCD [22]. After the joint angles have been calculated, 
the robot arm simulator module applies the rotations and the end-effector reaches the 
target. 



3 Methods  

We compared user performance using the inverse-kinematics control method pro-
posed by Mishra et al. [21] to control a robot-arm of type Titan IV (Figure 1a) against 
user performance using two other common control devices: keyboards and joysticks. 
Keyboards were selected for comparison because most users are familiar with the use 
of keyboards, while the joystick controller is the reference interface used in some 
commercial simulators. Master controllers, such as the one shown in Figure 1b, were 
not included in this study because they are costly (in the range of tens of thousands of 
dollars) and highly specialized devices not usually available to most users. 
 

Fig. 1.    (a) Titan 4 robotic arm (b) Master controller for Titan 4 
robotic arm. Image credit: Copyright 2005FMC Technologies, Inc. 

The goal of the study was to find answers to three main questions: 1) How will us-
ers' performance with a depth-sensing camera control system compare to their per-
formance using the other alternatives? 2) How long do users needed to get used to 
each method? 3) Which controller will users prefer the most?. To answer the above 
mentioned questions and to evaluate in more detail the user’s impressions on the dif-
ferent type of controllers, a robot arm simulator shown in Figure 2 was developed to 
carry out the study. 

 

Fig. 2. Robot arm simulated with OpenGL.  



3.1 User Study  

Our user study had a balanced design with 18 participants recruited, 2 tasks, 3 con-
trollers and 6 orderings of controller usage. An ordering of controller usage, for ex-
ample, was to use first the keyboard controller, second the depth camera controller, 
and third the joystick controller. Each user performed each task 10 times with each 
controller in the assigned order of usage. Their task completion times were recorded 
and their feedback with regard to the different controllers was collected with an exit 
questionnaire.  

4 Results 

4.1 Analysis of Users' Performance 

Table 2 shows the mean execution times per controller for each task. Using the 
Shapiro-Wilk test and Bartlett's test, we determined that our data significantly deviat-
ed from normality and had heterogeneous variances. Thus, we performed non-
parametric tests, such as the Kruskal-Wallis and the Friedman test, in addition to two-
way ANOVA to test whether the average completion time per task differed between 
controllers when considering the ordering of usage. The conclusions were the same 
irrespective of the statistical test used. Statistical analysis was done using R (version 
3.1.1). 

Table 1. Mean execution time per controller (secs.) 

Con-
troller 

Key-
board 

Camera Joystick 

Task 1 17.3 ± 
14.5 

18.1 ± 
11.9 

28.7 ± 
12.9 

Task 2 29.6 ± 
17.5 

30.8 ± 
13.4 

38.0 ± 
17.6 

Figure 3 shows the completion times per controlling device per task. The average 
completion time for both tasks varied significantly depending on the controller used 
(p-value < 2e-16 and p-value = 6.78e07 for Task 1 and Task 2 respectively). 

 



Fig. 3. Execution times per controller for Task 1 and Task 2. The black lines inside the boxes 
indicate the median completion time, the bottoms of the boxes are at the 25 percentile and the 
tops are at the 75 percentile. 

The results indicate that the depth-sensing camera controller and the keyboard con-
troller allowed for similar levels of user performance. User performance with these 
two approaches was significantly better than their performance using the joystick 
controller, which is the reference method used in comparable commercial simulators.  
Our results also show that there is a significant learning effect in the case of the 
depth-camera controller, which was also perceived by the participants (see Figure 4). 

4.2 User Perception and Preference 

This section discusses the data gathered from the exit questionnaire.  
Participants’ perception on ease of use, ease of learning, usefulness, ergonomics, 

performance and overall preference for each controller was collected. Participants 
found that the depth-sensing camera controller was both easy to use and intuitive, but 
expressed some discomfort during interaction. This discomfort is a known usability 
problem of vision-based gesture interactions [23].  



Fig. 4. Learning effect for each input device for Task 1 and Task 2 



Perception of Ease of Learning.  
The majority of participants found the three controllers easy to learn, with 15 par-

ticipants (83.33%) strongly agreeing that the depth-camera method was easy to learn, 
14 participants (77.78%) strongly agreeing that the keyboard method was easy to 
learn, and 12 participants (66.66%) strongly agreeing that the joystick method was 
easy to learn. The complete results about the perception of ease of learning are shown 
in Figure 5. 

Perception of Performance.  
No participant found the performance of the controllers inappropriate (Figure 6). 

More than 88% of the participants agree that the performance of the depth-camera and 
keyboard controllers was appropriate.  

Perception of Ease of Use.  
Figure 7 shows the user responses about whether each input device was easy to 

use. Users rated the depth-camera and keyboard as easy to use. The joystick was rated 
slightly lower as compared to other input devices. In general, users found all the de-
vices easy to use. 

Perception of Ergonomics.  
The depth-camera interface was rated lower in ergonomics ratings when compared 

to both the keyboard and the joystick interface. Figure 8 shows the user responses 
about ergonomics of each input device.  Only 7 out of 18 participants reported that the 
depth-camera was an ergonomic interface and some of the unstructured user feedback 
(discussed below) provided some further insight into this result. 

Perception of Usefulness.  
The depth-camera interface was rated highest in usefulness when compared to both 

the keyboard and the joystick interface (Figure 9), with 16 out of 18 participants 
strongly agreeing that the depth-camera was a useful interface with the rest being 
neutral about it, whereas the keyboard and joystick controllers were found useful by 
11 participants. 

 

Fig. 5. Perception of Ease of Learning Fig. 6. Perception of Performance 



Fig. 7. Perception of Ease of Use Fig. 8. Ergonomics rating of each controller 

 
 

Fig. 9. Usefulness rating of each controller 

 

Fig. 10. User responses for least amount of 
training time 

  

Fig. 11. Users’ perception of performance after 
training. 

Fig. 12. Overall input controller preference 

 

Perception of Training Time.  
Figure 10 illustrates that 9 participants (50%) believed that the keyboard took the 

least amount of training time. The depth-camera was rated second in training time, 
with 6  participants (33%) saying that the depth-camera requires the least amount of 
training. The joystick was rated lowest as only 3  participants (17%) said that joystick 
requires the least amount of training. We believe this impression was caused because 
the joystick was controlled using forward kinematics, making it harder to use than the 
other alternatives. 
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Perception of Performance after training. 
Figure 11 shows that 11 (61%) participants reported that the depth-camera per-

forms best after training, 5 (28%) participants reported that keyboard performs best 
and only 2 (11%) participants chose the joystick as best performer after training and 
practice. It is interesting to note that users favored the depth-camera controller after 
training, even though they performed equally well with the keyboard. 

Overall Preference.  
Figure 12 shows user's overall controller preference. 9 participants (50%) respond-

ed that they preferred the most the depth-camera controller. The second most pre-
ferred controller by 7 participants (39%) was the keyboard. The least preferred option 
is the joystick controller which is the controller preferred by 2 participants (11%).  

Written User Feedback.  
The questionnaire also asked participants to write comments about the experiment 

and the interface.  With respect to the depth camera position, some users reported that 
the camera position played an important role in overall performance of the depth-
camera controller. The depth-camera was mounted on top of the desktop monitor like 
a webcam and, for some users, that was not a convenient position. One participant 
suggested that, instead of mounting the depth-camera on top of the monitor, the 
depth-camera should be kept beside the keyboard on the same plane as the keyboard, 
facing upwards so that the user does not have to lift their hand too high to interact 
with the camera. Also, another user suggested that there should be a support for the 
elbow if the camera was to be mounted on top of the desktop monitor. Causing dis-
comfort is a known usability problem of vision-based gesture interaction systems and 
there are steps that can be taken to reduce fatigue, as proposed by [23]. Another alter-
native to reduce fatigue is to implement a hand gesture control system providing tac-
tile feedback to the user's hand, such as the one proposed by Kim et al [24] 

5 Conclusion 

We comparatively assessed three different devices to control a robotic arm, name-
ly, depth-sensing camera, keyboard and joystick. To do this, we developed a robot 
arm simulator which could be controlled using a standard keyboard, a gaming joystick 
and a depth-sensing camera. In addition, we conducted a user study where18 partici-
pants were recruited to participate.  Our results indicate that the task completion times 
for the depth-camera and the keyboard controllers were significantly lower than the 
joystick controller, without any significant statistical difference observed between the 
depth-camera and the keyboard. Our results also show that there is a significant learn-
ing effect in the case of the depth-camera controller which was also perceived by the 
participants. While participants had a positive perception of all three controllers, 50% 
of the users reported that they would prefer the depth-camera interface over the joy-
stick and the keyboard interface. The reason why the joystick was least preferred 
could be related to the fact that the joystick was using forward kinematics and its 



execution times are significantly longer, compared to the depth-camera and the key-
board.  
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