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9 Correctness of algorithms

Consider the following algorithm for finding an element in the array:

Max(A[1], . . . , A[n])
m =A[1]
for i = 2 to n

ifA[i] > m then
m = A[i]

return m

What does it mean to prove that this algorithm works correctly? For that, we need to specify
what are the starting conditions of the algorithm and what we expect it to output at the
end. These conditions are called preconditions and postconditions. Note that we can talk
about preconditions and postconditions for not just the whole algorithm but any piece of
code, for example, a precondition and postcondition of the for loop.

So which assumptions do we make about the input to the algorithm Max(A)? First we
are assuming that A is an array of integers, so comparisons such as A[i] > m make sense.
Second, since we start with our code with m = A[1], we are using the assumption that the
array has at least one element, that is, it is not empty. So the precondition for this algorithm
is: “A is a non-empty array of integers”. We use the variable n to denote |A|, to simplify
the presentation.

A postcondition for this program would state that starting with the precondition, this code
does the right thing, that is, it returns the maximal element in the array. What do we mean
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by a “maximal element of the array”, though? Suppose you say that the postcondition is
“return m such that ∀i, 1 ≤ i ≤ n, A[i] ≤ m. Is this enough? Well, somebody can write
a piece of code that just sets m to be the largest integer representable on the system, then
this postcondition will be satisfy, however, this is clearly not the kind of answer we want to
get from a program searching for a maximal element in an array. The additional condition
needed here is to ensure that m is indeed an element of the array, in addition to being as
large as anything in A. So, to write it formally, we end up with a following postcondition:
“return m such that ∃j, 1 ≤ j ≤ n, A[j] = m and ∀i, 1 ≤ i ≤ n, A[i] ≤ m.” Now our
postcondition does state that the algorithm returns the maximal element of A.

It is possible to put conditions (pre/postconditons) between any two lines of code, and
then prove the correctness of the program by showing that for every line of code, if the
preconditions of this line of code are satisfied then so are postcondition. This works well for
statements such as “if... then...”, but for loops we need a bit more machinery.

9.1 Loop invariants

Intuitively, to prove that the loop executes correctly, we want to show that it is correct on
the first iteration, then on the second and so on until the last iteration.. And, moreover, we
want to show that the loop terminates. The idea here resembles induction (and in fact it is
induction that is used to prove the correctness of loops).

The predicate used to prove correctness of a loop is called a loop invariant. For each iteration
of the loop, if this predicate I(k) (where k stands for kth iteration) is true before the iteration,
the it is true after the iteration (on the changed values of the variables). Furthermore, the
predicate I(0) is true before the first iteration and loop terminates in finite number of steps
and after the last step the truth of loop invariant ensures the post-condition of the loop.

Let I(n) be a loop invariant, and call the condition which is checked at the start of wach
loop (such as i ≤ n in while i ≤ n) a guard condition G. Then the following theorem (due
to Hoare) formalizes the properties of the loop invariant.

Theorem 1 (Loop invariant theorem.). Consider a while loop with a guard condition G. Let
I(n) be the loop invariant predicate. If the following are true, the loop is correct with respect
to post- and pre-conditions.

1) Basic property: the pre-condition implies I(0)

2) Induction property: for all integers k ≥ 0, if guard and I(k) are true before the itera-
tion, then I(k + 1) is true after.

3) Eventual falsity of the guard: after a finite number of iterations, G becomes false.
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4) Correctness of postconditions: if N is the first place where G is false, and I(N) is true,
then post-condition holds.

Example 1. Let us look at the loop invariant for the Max(A) algorithm. To make the
guard condition more interesting, consider the following modification of the algorithm:

Max(A[1], . . . , A[n])
m =A[1]
i = 1
while i ≤ n do

ifA[i] > m then
m = A[i]

end if
i = i + 1

end while

return m

Let the precondition of the loop be m = A[1] and i = 1 where the first element of A is A[1].
Let the postcondition of the loop be the same as the postcondition of the whole algorithm:
that m is an element of A and it is the largest element. Now, the loop invariant is: I(i) : m
is the largest element among the first i elements of A. The guard condition G is i ≤ n.

Now, we can prove the correctness of this loop by induction on i. First, note that since n is
a fixed integer and i starts smaller than n, and it is incremented by i at each step, at some
point i ≤ n will become false. This will always happen after n− 1 iterations.

Now, let us prove the loop invariant. First, I(1) is true because A[1] = m, so it is among the
first 1 elements of the array, and it is at least as large as A[1] for the same reason. Now, for
the induction hypothesis, suppose that m is the maximal element among A[1] . . . A[i]; let this
be I(i) (note that here we did not start with 0, changing the base case to a large number.
But as long as our base case follows from the loop precondition, and does not miss any steps,
it is OK). We want to show that after one more iteration I(i + 1) will hold. Consider two
cases: 1) A[i + 1] > m. In that case, A[i + 1] is greater than all preceding elements of A,
by transitivity of ≥ relation. Thus, setting m to A[i + 1] satisfies both conditions: it is an
element of A (its i+1’st element) and it is at least as large as all elements among A[1] to
A[i + 1]. Now, for the second case, suppose that A[i + 1] ≤ m. In this case, m does not
change. It is still in A by induction hypothesis: it is A[j] = m for some j ≤ i. It is greater
than or equal to all elements of A from A[1] to A[i + 1] because it is ∀j < i + 1, m ≥ A[j]
by induction hypothesis and m ≥ A[i + 1] because this is the case of the “if” that we are
considering.

Finally, after the last iteration m is still in the array and it is at least as large as anything
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in the whole array. Therefore, it trivially satisfies the postcondition of being the largest
element in A.
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