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Abstract Thi s  paper  surveys wha t  is cur rent ly  k n o w n  a b o u t  na tu ra l  

l anguage  m o r p h o l o g y  and  syntax f rom the perspect ive of  formal  language  

theory. Firstly,  the pos i t ion  of  na tu ra l  l anguage  word-sets  and  sentence-sets  
on the formal  l anguage  h ie ra rchy  is discussed.  Secondly,  the c o n t e m p o r a r y  

use by l inguists  of  a range  o f  formal  g r a m m a r s  ( f rom finite state t r ansducer s  
to indexed g r a m m a r s )  in bo th  word-syn tax  (i. e. morpho logy)  and  sentence- 

syntax is sketched. F ina l ly ,  recent  deve lopmen t s  such as feature- theory,  the 
use o f  extension and  unif icat ion,  defaul t  mechan isms ,  and  me tag rammat i ca l  

techniques,  are out l ined .  

Keywords:Syntax,  Parsing, Grammar, Natural  Language, Morphology, Formal 
Language Theory, Features. 

w Introduction* 
Our starting assumption is that as computers continue to increase in 

complexity and functionality by orders of  magnitude, it will in due course 
become not just desirable but actually necessary for them to have command of 
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natural languages (henceforth NLs). They will need NL ability if they are to be 
used to their full capacity by human beings, whether expert or not. In this paper 
we review some crucial things that must be kept in mind as the necessary 
research and development is done to make it possible for computers to attain 
competence in NLs. 

An article such as this cannot cover the entire extent of the field of  natural 
language processing (NLP). We focus here on grammar: syntax, morphology, 

and lexicon. Omitted from our discussion for reasons of space are considerations 
having to do with the two endpoints of a linguistic system: meaning and sound. 
We have too little to say about computational implementation in semantics to 
merit a section here, but clearly this is a topic of  fundamental importance that 
needs to be addressed at length. The same can be said for the crucially interre- 

lated areas of pragmatics and multi-sentence discourse. Also omitted is any 
consideration of the recognition or synthesis of speech. What we do offer in this 
paper is a survey of recent results in the theory of  NLs and their grammars, with 
an emphasis on issues and properties that appear to be of computational 
relevance. 

There is a crucial connection between the theory of parsing and the 
formal theory of languages: There can be no parsing without a g rammar .  There 
are two senses in which this is true, we believe. To begin with, it is true trivially, 
in that a working parser for any language automatically instantiates a definition 
of  its membership, and hence necessarily embodies a grammar. But there is a less 
trivial sense in which we must recognize that parsing implies the existence of a 
grammar. It is clear enough in the literature on the definition and parsing of 
programming languages, but it has often been denied in the context of  the much 

larger and richer muti-purpose languages spoken by humans. As we shall hope 
to show, for serious, theoretically-based reasons, engineering in a domain as 

complex as NL will have to be based on what linguists can determine about the 
structure of languages. 

The definition of  the language that a parser instantiates need not by any 
means be a perspicuous one. Moreover, it will be an implementation-specific 
definition; and implementa t ions- -even  implementations of a programming 

language that is thought to be well u n d e r s t o o d -  can differ significantly and 
unexpectedly. It is for this reason that computer scientists have turned in recent 
years away from procedural definitions of the semantics for programming 
languages and toward denotational semantics (see e. g. Stoy.l~2~). Rather similar 
considerations hold when we consider writing programs that process NL input: 
both syntactically and semantically, we need to have a secure defintion of  the 
NL (or approximation to a NL) that we are processing if we are to have any idea 
how the system should behave under a wide range of  conditions. Parsability is 
thus connected to definability, and it is therefore essential for parser-designers to 
pay attention to the grammar for the language they are trying to parse. 

In assessing whether some formal theory of  grammar is an adequate 
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theory for NLs, at least the fo l lowing two criteria are relevant: 

(1) Does it permit NLs,  considered as sets o f  strings, to be defined? 
(2) Does it permit  significant general izat ions about  the defined NLs  to be 

expressed? 

In the second section o f  this paper, we look  at the current state o f  knowledge  in 
respect o f  the first o f  these questions. In the third section, we look  at the use 
linguists have made o f  the grammatical  tools  made  available by formal  language 
theory, and make reference to the parsers that  have been constructed with the 
help o f  these tools. In  the fourth section, we look selectively at some recent 
syntactic developments  that are addressed to the second question. 

w Language Types 
NLs  can be regarded under a useful ideal izat ion as sets o f  strings of  

symbols, and can thus be made amenable  to mathemat ical  analysis o f  a straight- 
forward kind. In this section, we look first at N L  lexicons (i. e. word  sets) 

construed as sets o f  strings defined over a vocabu la ry  o f  atomic morpho log ica l  
elements, and then, in the second subsection, at NLs  themselves (i. e. sentence 

sets), which are s tandardly  construed as sets o f  strings defined over the set o f  
well-formed words. (Notice that in formal  language theory, the term word 
denotes a string that  is a member  o f  a language,  and linguists use the term 
sentence for this; when we speak of  words  in this paper, we always mean words  
in a dict ionary sense, and in the syntax o f  a N L  these correspond to the a tomic 
symbols o f  the terminal  vocabulary.)  Occasional ly ,  when it is relevant to do so, 
we will make a comment  about  the propert ies o f  the sets o f  structural representa- 
t ions or parses that  are associated with the strings. However,  our  pr imary 
concern in this section is with sets o f  strings. 

2.1 Words 
If  we regard a sentence o f  a N L  as a string o f  words, then there is a 

fundamenta l  difference between the formal nature of  NLs  and the usual formal- 
izations o f  computer  p rogramming  languages. Al though  there may  be structure 
to the individual  symbols  such as names o f  constants  and variables that are the 
terminal symbols in the grammar  o f  a p rog ramming  language, that  structure is 

usually trivial. For  example, a variable name may be simply any string o f  
a lphanumeric  symbols  that does not  appear  on the list o f  reserved words. 

Moreover,  such structure as a terminal symbol  has is s imply a matter o f  concate- 
nat ion o f  symbols, and has no cont r ibut ion  to make to the syntax. 

Things  are different with the set o f  words  in a NL.  Words  are not  trivial 
in their structural properties. In many cases they have a complex  internal 
consti tuent  structure and a set o f  idiosyncrat ic  properties that are crucial for 
determining aspects o f  the syntactic structure o f  sentences. Consider  one simple 
example from English. The verb donate has a stem don (also appear ing in 
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donor) and a verb-forming derivational suffix-ate (also appearing in translate); 
we can regard these as a tomic symbols. The usual linguistic terminology for such 
word components is morpheme.  Donate also has the property (shared with the 
synonym give) of syntactically demanding cooccurrence with a noun phrase and 
a prepositional phrase with to (as in donate this money to the church); it has the 
property (not shared by give) of not co-occurring with two following NP's  (we 
do not find *donate the church some money Ethe prefixed asterisk being use~t 
here to indicate a string disallowed by the grammar]  ); it has the property of  not 
al lowing intransitive use (contrasting with translate: compare How does this 
translate into Japanese? with the ungrammatical  * When did this money donate 
to the church?; it forms a related noun ending in the morpheme -ion denoting 
the act or result of  donat ing (unlike, say, berate; donating something constitutes 
a donation, but berating someone does not constitute a *beration); and so on. 

Many items in many  languages have much more complicated lexical 
properties than this; for example, all of  the inflectional morphology of  donate 
is predictable (donate, donates, donated, donating), whereas this is not at all 
true of  the verb be (cf. am, are, is, was, were, been, being). Defining the complete 
sets of  lexical items in a NL with all their internal structure and associated 
properties is a nontrivial language-definition task. The following subsections 
deal with various logical possibilities concerning the character of  such lan- 
guages. 

(11 Finite languages 
Do all languages have a finite lexicon? The common sense answer is 

"yes"; after all, dictionaries contain all the words in a language, and, while 
dictionaries may be very long (the Oxford English Dictionary runs to 12 very 
large volumes), they are not infinitely long. But the common sense answer is 
incorrect: there are few if any languages whose dictionaries contain all the words 
of  the language. No Finnish dictionary contains all the possible forms of 
Finnish verbs - -  each one has around 10,000 inflected forms. In languages (such 
as certain American Indian languages, e. g. Tuscarora)  that allow a noun stem 
to be incorporated into a verb stem, the number  of  distinct inflected forms for 
each verb goes into the millions. 

However, this example only shows the premise on which the common 
sense answer is based to be false. It does not cast doubt  on the answer itself. But 
we do not have to look far to find the evidence we need. Most languages employ 
word-formation processes that can apply iteratively to each other's output,  and, 
in so doing, trivially induce an infinite language. Some lexical items are made 
up by compounding stems from a technical vocabulary (e. g. deoxyribonucleic) 
or by compounding out of  whole words (CPU-cycle-consumptive) or by redu- 
plicating affixes or stems (anti-anti-missile-missile-missile). Noting this, Langen- 
doen 94) posed the question of  what the power of  the word-formation component  
of  the grammar had to be. Since, as we have just seen, NL lexicons are typically 
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not finite, that grammar cannot simply be a list. In the following subsections we 

explore the alternatives to a list. 

(2) Finite state languages 
Langendoen 94~ raises in a short note the issue of  whether infinite word- 

sets in NLs are always regular sets like, e. g., the set (great-)*-grandparenl in 
English (a great-great-grandparent is the parent of a great-grandparent). He 
notes an incorrect claim to the contrary by Bar-Hillel and Shamir, 6> and 
characterizes some unattested but imaginable situations which, if found in the 
morphology of a NL would render the word-sets non-finite-state. He notes that 
actual word-sets encountered in NLs up to that time had apparently always been 
finite-state, though there was no reason in principle why they should be. 

(3) Context-free languages 
Langendoen 94) also points out that certain patterns of prefixation and 

suffixation could in principle lead to a non-context-free (non-CF) word-set, yet 
(afort iori ,  given the claim of the previous subsection) no language yet known 
appeared to have a non-CF word-set. He observes that if certain prefixes 

demanded the presence of certain suffixes, non-finite-state word-sets of (e. g.) the 
type {amcbnlm = n + l/ could result. He also notes that if substrings of 
arbitrary length could be reduplicated (doubled), word-sets that were not even 

CF could he derived. 
Of both the finite-stateness property and thc CF-ness property, Langen- 

doen asks whether the absence of NL word-sets lacking them is accidental, or 
whether it is "a consequence of some yet-to-be formulated principles of word- 

formation" (p. 321). 

(4) Beyond the context-flee languages 
Facts recently reported by Culy TM suggest that Langendoen's question can 

now be answered. Bambara, an African language of the Mande family, seems to 
have a set of words that is not a CFL. Culy notes that Bambara forms from noun 
stems compound words of the form "Noun-o-Noun"  with the meaning "what- 
ever N". Thus, given that wulu means "dog", wulu-o-wulu means "whatever 
dog." But Bambara also forms compound noun stems of arbitrary length; 

wulu-filela means "dog-watcher," wulu-nyinila means "dog-hunter," wulu-filela- 
nyinila means "dog-watcher-hunter," and so on. From this it is clear that 

arbitrarily long words like wulu-filela-nyinila-o-wulu-filela-nyinila "whatever 
dog-watcher-hunter" will be in the language. This is a realization of  one of the 
hypothetical situations imagined by Langendoen, 94) in which reduplication 
applies to a class of  stems whose members have no upper length bound. Culy 
provides a formal demonstration that this phenomenon renders the entire 

word-set of Bambara non-CF. 
Alexis Manaster-Ramer has observed in unpublished lectures that other 
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languages offer similar phenomena;  he finds reduplication constructions that 
appear  to have no length bound in Polish, Turkish, and a number of  other 
languages. 

This discovery raises a very interesting question: how hard can the 
recognition problem be for words in the (typically infinite) vocabulary of  a NL? 
In fact, we believe that no significant problem arises for known non-CF cases, 
all of  which involve simple string reduplication. This is fairly easy to show, a's 
pointed out to us by Carl Pollard (personal communication).  Determining 
whether the first half  of  a substring is identical to its second half takes time 
proport ional  to the length of  the string. A standard algorithm for parsing CFLs, 
such as the CKY algori thm, could therefore be modified to included an 
operation of this sort as well as the usual operat ion of comparison against right 
hand sides of  rules. For  example, if a string x is analyzable as a noun, i.e. if 
N -~> +x, then a string x -o - y  could be allowed also to be analyzed as a noun 
provided x = y. The C K Y  algorithm runs in cubic time, so the modified 
algorithm will too, the string-comparison adding only a linear element to the 
total time taken. Hence recognition of strings in a language that fails to be CF 
solely in virtue of  the occurrence of reduplication has a time complexity no 
worse than the general problem of CFL recognition. 

We do not know whether there exists an independent characterization of 
the class of  languages that includes the regular sets and languages derivable from 
them through reduplication, or what the time complexity of  that class might be, 
but it currently looks as if this class might be relevant to the characterization of 
NL word-sets. 

2 . 2  Sentences 
In this section we take NLs to be sets of  sentences, and sentences to be 

strings of  words in the linguist 's sense. As in the case of  NL lexicons discussed 
above, the question we are addressing is: what is the smallest known natural 
class of  formal languages that can reasonably be taken to include all the NLs? 

~13 Finite languages 
This section will be brief since it is so obvious  that NLs are not finite 

languages. Indeed, as far as is known, no NL is a finite language. The range of 
constructions that make a language infinite is typically rather large. Coordina-  
tion, for example, always permits an unbounded number  of  conjuncts (whether 
this happens by iteration or by nesting is irrelevant). And, in English, for 
example, adjectives can be iterated indefinitely ( a nice, large, cheerful,  .... well-lit 
room) ,  as can relative clauses, which can contain verb phrases which can contain 
noun phrases which can contain relative clauses which... 

~2~ Finite state languages 
Chomsky's  19~ claim that NLs are not in general finite-state was correct, 
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although his own argument for the non-regular character of English was not 
given in anything like a valid form, as has often been remarked (cf. Daly 2s) for 
a thorough critique). However, the following argument, patterned after a sugges- 
tion by Brandt Corstius (see Leveltfl s/ pp. 25-26), is valid. The set (l): 

{A white male (whom a white male) ~ (hired) ~ hired 
another white male. In > 0} (1) 

is the intersection of  English with the regular set (2): 

A white male (whom a white male)* hired* another white male. (2) 

(In ordinary grammatical  terms, this is because each occurrence of  the phrase a 
white male is a noun phrase which needs a verb such as hired to complete the 
clause of  which it is the subject.) But (1) is not regular; and the regular sets are 
closed under intersection; hence English is not regular. Q. E. D, 

It is perfectly possible that some NLs happen not to present the inherently 
self-embedding configurations that are likely to make a language non-regular. 
Languages in which parataxis is used much more than hypotaxis (i. e. languages 
in which separate clauses are strung out linearly rather than embedded) are 
common. However, we would expect non-regular configurations to be at least as 
common in the languages of  the world. There are a number  of languages that 
furnish better arguments for a non-regular character than English does; for 
example, according to Hag~ge, 4s~ center-embedding phenomena in grammar 
seem to be commoner  and more acceptable in several Central Sudanic languages 

than they are in English. 
The fact that NLs are not regular sets is both surprising and disappoint-  

ing from the standpoint  of  parsability. It is surprising because there is no simpler 
way to obtain infinite languages than to admit  the operations of  concatenation,  
union, and Kleene closure on finite vocabularies,  and there is no obvious a 
priori reason why humans  could not have been well served by regular languages. 
And it is disappointing because if NLs were regular sets, we know we could 
recognize them in deterministic linear time using the fastest and simplest abstract 
computing device of  all, the finite state machine. Of course, given any limitation 
to finite memory in a given machine, we are in fact doing just that, but it is not 
theoretically revealing to use this as the basis for an understanding of  the task. 

(31 Deterministic context-free languages 
The finite state languages, luckily, are not the only languages that can be 

efficiently recognized: there are much larger classes of  languages that have 
linear-time recognition. One such class is the deterministic CFLs (DCFLs) ,  i. e: 
those CFLs  that are accepted by some deterministic pushdown stack automaton.  
It would be reasonable, therefore, to raise the question of whether at least some 
NLs were DCFLs.  To the best of  our knowledge, this question has never 
previously been considered, much less answered, in the literature of  linguistics 
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or computer science. Rich 123) is not atypical in dismissing the entire literature on 

DCFLs,  LR parsing, and related topics without a glance on the basis of  an 
invalid argument (from subject-verb agreement) which is supposed to show that 
English is not even a CFL,  hence afor t ior i  not a DCFL.  

English cannot be shown to be a non -DCFL on the grounds that it is 

ambiguous. Ambiguity must be carefully distinguished from inherent ambiguity. 
An inherently ambiguous language is one such that all of the grammars that. 

weakly generate it are ambiguous. LR grammars are never ambiguous; but the 
LR grammars characterize exactly the set of DCFLs,  hence no inherently 
ambiguous language is a DCFL.  But it has never been argued, as far as we know, 
that English or any other NL is inherently ambiguous. Rather, it has been 
argued that a descriptively adequate grammar for it should, to account for 

semantic intuitions, be ambiguous. But obviously, a DCFL can have an ambigu- 
ous grammar; all languages have ambiguous grammars. 

The relevance of  this becomes clear when we observe that in NLP 
applications it is often taken to be desirable that a parser or translator should 

yield just a single analysis of  an input sentence. One can imagine an implement- 
ed NL system in which the language accepted is properly described by an 

ambiguous CF-PSG but is nonetheless (weakly) a DCFL.  
The idea of a deterministic parser with an ambiguous grammar, which 

arises directly out of what has been done for programming languages in, for 
example, the yaee system (Johnson67)), is explored for natural languages in 
work by Fernando Pereira and Stuart Shieber. Shieber 1441 describes an imple- 

mentation of a parser which uses an ambiguous grammar but parses determinis- 
tically. The parser uses shift-reduce scheduling in the manner proposed by 

Pereira, lu~ and uses rules for resolving conflicts between parsing actions that are 
virtually the same as the ones given for yaee by Johnson. 67) 

We believe that techniques such as LR parsing which come straight out 
of  programming language and compiler design (and which have much greater 
formal interest and variety than has often been recognized; see Bermudez 1~ for 
some theoretical explorations) may be of considerable interest in the context of  
NLP applications. For example, Tomita ls~ uses pseudo-parallelism to extend 
the LR technique to encompass multiple parses in NLP, and Shieber goes so far 
as to suggest psycholinguistic implications. Interestingly, human beings are 
prone to fail almost as badly as Shieber's parser on certain types of  sentence that 
linguists would regard as grammatical (basically, sentences that lack the prefix 

property - -  that is, they have an initial proper substring which is a sentence). 

~4] Context-free languages 
The belief that CF-PSGs cannot cope with the structure of NLs, and 

hence that NLs are not CFLs, is well entrenched. Introductory linguistics 
textbooks and other pedagogically oriented works have falsely stated that such 
phenomena as subject-verb agreement show English to be non-CF (see Pullum 
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and Gazdar  12~ for references). This is not so. Even finite state languages can 
exhibit dependencies between symbols arbitrarily far apart. To take an artificial 
example, suppose the last word in every sentence had to bear some special 
marking that was determined by what the first morpheme in the sentence was; a 
finite automaton to accept the language could simply encode in its state the 
information about what the sentence-initial morpheme was, and check the last 
word's marking against the state before accepting. 

Expository works in the field of  generative grammar have generally 
offered nothing that could be taken seriously as an argument that NLs are not 
CFLs. Worse, even the technical literature exhibits a quarter-century of  mistaken 
efforts to show that not all NLs are CFLs. This history is carefully reviewed by 
Pullum and Gazdar. '2~ In addition to the fallacies concerning agreement just 

mentioned, they deal with arguments based on 

(1) respectively constructions (Bar-Hillel and Shamir 6/; Langendoen 9al 

(2) English comparat ive clauses (Chomsky 2~ 
(3) Mohawk noun-stem incorporation (Postal 'lr)) 
(4) Dutch infinitival verb phrases (Huybregts 5s)) 
(5) assertions involving numerical expressions (Elster2S)). 

Such mistaken efforts have continued: 

(6) English such that clauses (Higginbotham s~ 
(7) English "sluicing" clauses (Langendoen & Postal 97~) 

Both these arguments are based on false claims about  what is grammatical  in 
English (see Pullum'19)). 

However, recently at least one apparently valid instance of  a natural 
language with a weakly non-CF syntax has been found. Shieber 146~ argues that 
the dialects of  German spoken around Zurich, Switzerland, show evidence of a 
pattern of  word order in certain subordinate infinitival clauses that is very 
similar to that observed in Dutch: an arbitrary number of  noun phrases (NP's) 
may be followed by a finite verb and a specific number of  nonfinite verbs, the 
number of  NP's being a function of  the lexical properties of  the verbs, and the 
semantic relations between verbs and NP's  exhibiting a crossed serial pattern: 
verbs further to the right in the string of verbs take as their objects NP's  further 
to the right in the string of NP's. The crucial substrings have the form N p m v  n. 
In a simple case, where m = n = 5, such a substring might have a meaning like 

Alf  watched Bob let Cal help Don make Ed work (3) 

but with a word order corresponding to 

Alf  Bob Cal Don Ed watched let help make work 

NP1 NP2 NP3 NP4 NP5 V1 V2 V3 V4 V5 
(4) 
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This construction does not render Dutch non-CF,  as was shown in Pul lum and 
Gazdar.  ~2~ But in Swiss German,  unlike Dutch, there is an additional property 
that makes this phenomenon relevant to stringset argumentation: certain verbs 
demand dative rather than accusative case on their objects, as a matter of  pure 
syntax. This pattern will in general not be one that a CF-PSG can describe. For 
example, if we restrict the situation (by intersecting with an appropriate regular 
set) to clauses in which all accusative NP's  (NPa) precede all dative NP's  (NPd), 
then the grammatical clauses will be just those where the accusative-demanding 
verbs (VD precede the dative-demanding verbs (Vd) and the numbers match up; 
schematically: 

N p  amNP dnVamV d n (5)  

But this schema has the form of a language like { a'~b~c'~d ~ I n > 0}, which is 
non-CF. Shieber presents a rigorously formulated argument along similar lines 
to show that the language does indeed fail to be a C F L  because of  this 
construction. 

It is possible that other languages will also turn out to be non-CF,  
though the necessary configurations of  properties seem at present to be very rare. 
Certain properties of  Swedish have given rise to suggestions in this direction, 
though no careful argument  has been published; Carlson ~7/ notes a possibly 
non-CF reduplication construction in the syntax of  Engenni, an African lan- 
guage, though he does not regard the case as clear; Alexis Manaster-Ramer 
(personal communication) suggests that the English idiomatic construction 
exemplified by R S - 2 3 2  or no RS-232,  this t e r m i n a l  isn't work ing  (where the 
pattern X or no X is essential to acceptability, and X can take infinitely many 
values) also illustrates this possibility; and there may well prove to be properties 
of  other languages that are worth investigating further. 

(5) Indexed languages 
The indexed languages (ILs, Aho 2)) are a natural class of  formal lan- 

guages which form a proper  superset of  the CFLs  and a proper subset of  the 
context-sensitive languages. The class includes some NP-complete languages 
(Rounds132)). They are of  interest in the present context because no phenomena 
are known which would lead one to believe that the NLs fell outside their 
purview. In particular, it is clear that indexed grammars are available for the 
Swiss German facts and for most other sets of  facts that have been even 
conjectured to hold problems for CF description (but cf. Marsh & Partee 1~ for 
a possibly harder problem, relating more to semantics than syntax). 

The indexed languages thus provide us, at least for the moment,  with a 
kind of  upper bound for syntactic phenomena. We can no longer be surprised 
by non-CFL patterns ( though their rarity is a matter  of  some interest), but we 
should be very surprised at, and duly suspicious of, putatively non-IL phenom- 
ena. 
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(6) Beyond the indexed languages 
As we have just indicated, we do not believe that any currently known 

facts give one reason to believe that the NLs fall outside the ILs, and in the 
absence of such facts, the conservative conclusion to draw is that the NLs fall 
within the ILs. Chomsky  21) has speculated in rather vague terms that NLs may 
not even be recursively enumerable sets, but this speculation amounts to a 
rejection of the idealisation that makes generative grammar a possible enter- 
prise, and, as such, it is not a speculation that we can see any grounds for 
embracing or any point  in considering. 

Unlike Chomsky,  Hint ikka 51) has actually argued that English is not 
recursivcly enumerable, since a decision as to grammaticality for some of  its 
sentences depends, in his view, on an undecidable question of logical equiva- 
lence. His argument (which, incidentally, Chomsky 21) rejects) is based on a 
controversial claim concerning the grammatical i ty of sentences containing the 
word any, and is closely tied to a controversial proposal for game-theoretic 
treatments of  the semantics for natural languages. As such, the claim is highly 
theory-dependent and we will not consider it further here. 

Langendoen and Postal 96) also argue that English is not recursively 
enumerable (and nor is any other natural language), on the grounds that the 
simplest and most general idealization of  natural languages is one that allows 
them to have sentences of  infinite length. Of this, we note simply that if it is 
accepted, the questions discussed above can be rephrased as questions about  the 
finite-length-string subsets of  the natural languages. It is only these subsets that 
are of computat ional  interest anyway. 

w Grammar Types and Their Parsers 
The theoretical linguist's primary criterion in evaluating a type of  gram- 

mar has always been its ability to capture significant generalizations within the 
grammar of a language and across the grammars of  different languages. How- 
ever, capturing significant generalizations is largely a matter of  notation, and 
classes of  grammars, taken as sets of  mathematical  objects, have properties which 
are theirs independently of  the notations that might be used to define them. Thus 
they determine a certain set of  string sets, they determine a certain set of  tree sets, 
they stand in particular equivalence relations, and so on. Unfortunately, theoret- 
ical linguists have consistently confused grammar  formalisms with grammars. 
This tendency reaches its apogee in the "Government  Binding" framework 
associated with N. Chomsky and his students where the formalism employed 
entirely lacks a mathematical  underpinning in terms of a class of  admissible 
grammars. 

Thanks to the confusion just noted, argumentation purport ing to show 
that some class of  grammars will necessarily miss significant generalizations 
about  some NL phenomenon has been woefully inadequate. Typical ly it has 
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consisted simply of providing or alluding to some member of  the class which 
obviously misses the generalization in question. But, clearly, nothing whatever 
follows from such an exhibition. Any framework capable of  handling some 
phenomenon at all will typically make available indefinitely many ugly analyses 
of  the phenomenon. But this fact is neither surprising nor interesting. What  is 
surprising, and rather disturbing, is that arguments of  this kind (beginning, 
classically, in chapter 5 of  Chomsky 19~) were taken so seriously for so long. 

In this section we are concerned, not with the formalisms that have been 
employed in recent grammatical  and morphological  work, but rather with the 
underlying formal grammars  that have been assumed, and with the parsers that 
have been used with these grammars. 

3 . 1  Words 
Linguists use the term "morphology"  to refer to that branch of  their 

subject that deals with the internal syntax of  words. The subject was much 
studied in the 1940's and 1950's but was then largely neglected for two decades. 
The following subsections briefly examine some recent developments. 

[1) Finite state transducers 
The idea of using finite state transducers (FSTs) to determine the 

mapping  between syntactic and morphologica l /phonologica l  structures origi- 
nates in Johnson, 66) but current interest in the topic was provoked by unpub- 
lished work of  Kaplan and Kay. 73~ Their proposal  involved the use of  a cascade 
of  two-tape FSTs to mediate between a phonemic representation of a word and 
a more abstract lexical representation. It is in principle possible to convert any 
such cascade of  FSTs into a single (large) FST. Subsequent work by Kosken- 
niemi 89~ showed that a serial arrangement of  FSTs could be replaced by a 

parallel arrangement. It is quite feasible to reduce the latter to a single FST, 
al though implementat ion is also possible without any reduction. A lot of  further 
work has been done, both of  a computat ional  character (Karttunen, 74~ Gajek  et 
al., 39~ Khan e t  a1.84)), and on various languages including English (Kart tunen 
and WittenbergT~), Japanese (Alam4~), Rumanian (Khan83~), French (Lun99~), 
and Finnish (KoskenniemiS8~). The basic Koskenniemi two-tape model can 
handle infixation and (finite) reduplication but not, it seems, in an elegant or 
perspicuous manner. The most recent work by Kay 8~ has explored the use of  
n-tape FSTs (for n greater than 2) in order to handle such phenomena as the 
vowel harmony and discontinuous roots found in Semitic languages. 

(2) Context-free phrase structure grammars 
The classical structuralist model of  morphology,  dubbed "Item and 

Arrangement"  by Hockett,  s4) which was prevalent in the 1940's and 1950's, was 
essentially a CF-PSG model although, of  course, it predated the mathematical  
theory of  CF-PSGs. This model of  lexical structure was radically inconsistent 
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with the transformationalist view of sentence syntax that became dominant in 
the 1960's. The latter claimed, in effect, that there was no distinction to be made 
between the syntax of  words and the syntax of sentences: they were to be handled 
with the same machinery and that machinery was not CF-PSG. 

But recent influential work has seen a return to an Item and Arrangement 
position, though not eo nomine, most notably in that of  Selkirk 14a) who argues 
that "English word structure can be properly characterized solely in terms of  a 

context-free grammar". In fact, Selkirk then goes on to employ context-sensitive 
rules to handle the subcategorization requirements of affixes although there is no 
need for her to do so. Interestingly from our perspective, Selkirk appears to 
regard the CF-PSG hypothesis that she espouses as the most conservative 
hypothesis that could be espoused. She never considers the possibility of using 
finite state machinery, and yet none of the phenomena she deals with show any 
trace of strict context-freeness when viewed language-theoretically. It may be 

true, however, that the structure of words cannot be adequately handled in terms 
of  finite-state grammars; Carden 16) briefly argues that this is so. We discuss 

Selkirk's work further in Section 3.3~1}, below. 

(3~ Context-sensit ive phrase structure grammars 
In an influential 1979 thesis on Semitic word structure, McCarthy ~~ 

claimed that "morphological rules must be context-sensitive rewrite rules, and 
no richer rule type is permitted in the morphology" (p.201). Like Selkirk, 
McCarthy is really reacting here to the totally unconstrained views of  morphol- 
ogy that linguists had previously found acceptable. He points out that Chom- 
sky's 18~ morphological transformations could "perform their arbitrary opera- 
tions on only the prime or factor-of-twelve numbered segments in the word with 
no further enrichment of the formalism" (p.201). Seen in that context, his 

proposal is a restrictive one, but seen in the language-theoretic context assumed 
here, his proposal is, of  course, radically unconstrained. None of the phenomena 

that he deals with involve even strict context-freeness, much less strict context- 
sensitivity. Indeed, as noted above, Kay 8~ has been able to develop finite state 
analyses of  McCarthy's data using multi-tape transducers. 

3 . 2  Sentences  
In the following subsections we look at the application of  formal 

grammars in recent work on the syntax of  sentences by linguists and 

computational linguists. 

(1) Finite state grammars 
The fact that natural languages are not regular does not necessarily mean 

that techniques for parsing regular languages are irrelevant to natural language 
parsing. Such writers as Langendoenfl 2) Church, 22) Ejerhed and Church, 27) and 
Langendoen and Langsam 9s~ have, in rather different ways, proposed that 
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hearers process sentences as if they were finite automata  (or as if they were 
pushdown automata with a finite stack depth limit, which is weakly equivalent) 
rather than showing the behavior  that would be characteristic of  a more 
powerful device. To the extent that progress along these lines casts light on NL 
parsing, the theory of regular grammars and finite automata will continue to be 
important  in the study of  natural languages even though they are not regular 
sets. 

~2] Categorial grammars 
Categorial grammars, which were developed by Bar-Hillel and others in 

the 1950's, have always had a somewhat marginal status in linguistics. There has 
always been someone ready to champion them, but never enough people 
actually using them to turn them into a paradigm. The currency they have today 
is due in large measure to Montague 1~ who based his semantic work on a 
modified categorial grammar.  

The elegance and unprecedented explicitness of  Montague's grammars 
provoked a good deal of  work in computat ional  linguistics, for example, that of  
Bronnenberg e t  a l . ,  ~4) Friedman,  a4'as) Friedman, Moran & Warren, a6) Fr iedman & 
Warren, aT) Fuchi, as) Hobbs  & Rosenschein, sa) Indurkhya,  6~ Ishimoto, 61) Jans- 
sen, 6a'6a'65~ Landsbergen, 9~ matsumoto,  l~176 Moran, '~ Nishida et al., H~ 
Nishida & Doshita, '~176 Root, 127) Saheki, ta6) Sawamura, tag) Sondheimer & 
Gunji, ls~ Warren, ~64) and Warren and Friedman. t6a/ 

Montague's own generalizations of  categorial grammar were not exactly 
principled and most of  the work just cited is more concerned with semantic 
issues than it is with the niceties of  the underlying syntactic theory. Pure 
categorial grammar is really a variant of  CF-PSG and has exactly the same weak 
generative capacity. Recently some fairly principled attempts have been made, 
notably by Ades and Steedman 1) and Bach, s) to preserve the spirit of  categorial 
grammar  (which Montague, arguably, did not) whilst extending it to non-CF 
constructions such as that found in Swiss German (cf. Steedman as1) on the 
analogous Dutch construction). 

~3) Context-free phrase structure grammars 
Since 1978, following suggestions by Stanley Peters, Aravind Joshi, and 

others, there has been a strong resurgence in the linguistics literature of  the idea 
that phrase structure grammars  could be used for the description of natural 
languages. PSGs had been all but abandoned in linguistics during the period 
from 1957 to 1978 because arguments given by the proponents of  transfor- 
mational  grammar had convinced essentially all linguists interested in writing 
formal grammars that no phrase structure account of  the grammar of a natural 
language could be adequate. 

One of the motivat ions suggested for cont inuing to take an interest in 
PSGs, in particular CF-PSGs,  was the existence of already known high- 
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efficiency algorithms (recognition in deterministic time proport ional  to the cube 
of  the string length) for recognizing and parsing CFLs. Indeed, as Perrault l'a~ 
reminds us, "it is useful to remember that no known C F L  requires more than 
linear time, nor is there even a nonconstructive proof  of  the existence of such a 
language". Context-free parsing is such a basic tool of  computer science, includ- 
ing NLP, that there have even been proposals for implementing CF-PSG parsers 
in special-purpose N L P  hardware (Dubinsky and Sanamrad26~; Schnelle14~ 

But parsability has not been the central motivation for the interest that 
significant numbers of  linguists began to show in CF-PSGs from early 1979. 
Linguists were mainly interested in achieving elegant solutions to purely linguis- 
tic problems, and work by linguists such as Borsley, z2~ Cann, 15~ Flickinger, 32~ 
Gunji, 4z45~ Horrocks,  s6'sT~ Ikeya, sg~ Kameshima,  71~ Maling and Zaenen, ~~176 
Nerbonne, 1~ Sag, ~a4'las) Saito, la7~ Stucky, ~sa'ass~ Udo, ~61) Uszkoreit, ~6z) and 

Zwicky ~68~ is directed toward this end. 

The idea of  returning to CF-PSG as a theory of NLs may have appeared 
highly retrogressive to some linguists in 1979; but, as we have seen, the published 
arguments that had led linguists to consign CF-PSGs to the scrap-heap of 
history were all quite unsatisfactory. In view of  that, the development of  theories 
of  the structure of  English and other languages in terms that guaranteed 
context-freeness of  the analyzed language became eminently sensible. 

The CF-PSGs enjoy a wealth of  literature providing them with numerous 
distinct but equivalent mathematical characterizations which il luminate their 
many computat ional ly  relevant properties. They are relatively simple to write 
and to modify. They are associated with a successful tradition of  work in 
computat ion that has provided us with a thorough understanding of how to 
parse, translate, and compile them (Aho and UllmanaJ). Much work was done 
in the period 1979-1984 to establish a basis for handling the syntax and seman- 
tics of  NLs as effectively and precisely as the structures of  programming lan- 
guages or the artificial languages of  logicians. 

What  attitude should NLP research and development work take toward 
the pieces of  evidence that indicate that NLs are not all CFLs? We believe the 
fundamental thing that should be kept in mind is this: The overwhelming 
majority of  the structure of  any NL can be elegantly and efficiently parsed 
using context-free parsing techniques. That  is, we think it is essential to keep a 
sense of  proportion.  Too often the most sweeping conclusions about  the 
uselessness of  context-free parsing for NLs have been made even on the basis of  
transparently fallacious arguments. The truth is that nearly all constructions in 
nearly all languages can be parsed using techniques that limit the system to the 
analysis of  CFLs. It has taken linguists nearly thirty years (since 1956, when 
Chomsky raised the question of whether NLs were CFLs and whether CF-PSGs 
could be used to describe them) to correctly identify even one construction in a 
NL that lends non-CFL status to the whole language. 

Unsurprisingly, the new linguistic work on CF-PSG has been ac- 
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companied by a whole genre of parallel work in computational linguistics by 
such researchers as Bear & Karttunen, s~ Evans & Gazdar, 31~ Evans, 3~ Gunji, et 
al., 47) Hirakawa, s2) Joshi ,  6s) Joshi & Levy, 7~ Karttunen, 7s) Kay, TM Keller, sl's2~ 

Kilbury, 85~ Konolige, sT~ Phillips & Thompson, aa4~ Pulman, 121,122~ Robin- 
son, 125'126) Rosenschein & Shieber, ~29) Ross, ~3~ Sampson, ~38~ Schubert, 141~ 

Schubert & Pelletier, 14z~ Shieber, ~44'~4s~ Shirai, ~4s~ Thompson, ~56-1ss~ Thompson & 

Phillips, ~sg~ and Uszkoreit. ~63~ CF-PSGs have been used as the syntactic basis for 
sophisticated NL front-ends to databases (see the work reported initially by 
Gawron et al., 4~ and subsequently developed as outlined by Pollard & Crea- 
ry, ~16~ Flickinger, Pollard & Wasow, ~ and Proudian & Pollard ~s~) and highly 
effective machine translation systems (Slocum et al.~4~). 

(4] Head grammars 
Pollard ~5~ presents several generalizations of  context-free grammar, the 

most restrictive of which he refers to as head grammar (HG). The extension 
Pollard makes in CF-PSG to obtain the HGs is in essence fairly simple. First, 

he treats the notion "head" as a primitive. The strings of terminals his syntactic 
rules define are headed strings, which means they are associated with an indica- 
tion of a designated element to be known as the head. Second, he adds "wrap- 
ping" operations to the standard concatenation operation on strings that a 
CF-PSG can define. This permits a limited amount  of  interleaving of  sister 

constituents, as opposed to the straightforward concatenation of  sisters to which 
CF-PSG is restricted; a string x can be combined with a string yhz, where h is 

the head, not only to yield xyhz or yhzx but also by an operation that yields 
yhxz or yxhz. The intuitive element of context-freeness that a grammar of  this 

sort retains lies in the fact that constituents are defined independently of  other 
constituents: where two headed strings are to be combined to tbrm a new string 
A, no context outside of  A can be relevant to the operation. 

Using just concatenation and head wrapping, Pollard 11s~ shows how an 
analysis of the special subordinate verb phrase constructions of Dutch or Swiss 
German can readily be obtained. The discontinuities between syntactically 
associated constituents that is made available by head wrapping is just enough 

to associate the right verbs with the right noun phrases in Dutch or Swiss 
German subordinate VP's, without introducing the whole power of arbitrary 
context-sensitive grammars. 

The HG framework is not just another notation for highly powerful 

arbitrarily augmented phrase structure grammars, and does not introduce 
exponential levels of difficulty into the recognition or parsing problems. HGs 

have a greater expressive power, in terms of weak and strong generative capacity, 
than the CF-PSGs, but only to a very limited extent. Pollard shows that an 
arbitrary HG language can be recognized, by means of  a modified version of  the 
CKY algorithm, in deterministic time proportional to the seventh power of  the 
Iength of  the string. Though worse than the worst-case result for CFLs, this is 
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not a result that indicates intractability of  the recognition problem for HG 
languages. 

Roach 124) has proved that the languages generated by head grammars 
constitute a full abstract family of  languages, showing all the significant closure 
properties that characterize the class of  CFLs,  and has observed a striking 
similarity to the properties found in the tree-adjunction grammars (TAGs)  
studied by Joshi and others (cf. Joshi69)), which are defined in an intuitively very 
different way and were conceived quite independently. TAGs and HGs  both 
offer the prospect of  efficient recognition for what Joshi calls "mildly context- 
sensitive languages", and the convergence between these two lines of  research is 
very encouraging. 

(5~ Indexed grammars 
If  nonterminal symbols are built up using sequences of  indices affixed to 

a members of  a finite set of  basic nonterminals,  and rules are able to add or 
remove sequence-initial indices, then the expressive power achieved is that of  the 
indexed grammars of  A h o  2/ and Hopcrof t  & Ullman. 5s) Indexed grammars are 
similar to CF-PSGs which employ complex symbols, except that there is no 
finite limit on the number  of  distinct complex symbols that can be used. The 
indexed grammars have an automata-theoretic characterization in terms of  a 
stack automaton that can build stacks inside other stacks but can only empty a 
stack after all the stacks within it have been emptied. The time complexity of  the 
recognition problem is exponential. 

No theoretical linguists have yet embraced indexed grammars, al though 
it is clear that generalization of  category valued features to allow n-tuples of 
categories as feature values (as envisaged by Maling & Zaenen, ~~176 and subse- 
quently Pollard 11s)) leads one directly to the indexed grammars unless the system 
is otherwise constrained. It is also clear that indexed grammars of  a rather 
straightforward kind are available for the Swiss German/Dutch  construction 
discussed in preceding sections, for reduplications, and for multiple wh-type 
dependencies in Scandinavian languages and the variable-binding issue that this 
gives rise to (see Engdahl 2~ and Maling & Zaenenl~176 They can also handle the 
nesting of  equative and comparative clauses discussed by Klein. 8~ Thus, as 
noted in Section 2.2(5), above, indexed grammars provide us with an upper 
bound. There are no grammatical  phenomena that we know of that they cannot 
handle, but the same is true, of  course, of  Turing machines. 

(61 Beyond the indexed grammars 
If  nonterminal symbols have internal hierarchical structure and parsing 

operations are permitted to match hierarchical representations one with another 
globally to determine whether they unify (see Section 4.3, below), and if the 
number of  parses for a given sentence is kept to a finite number by requiring that 
we do not have A -->+A for any A, then the expressive power seems to be 
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weakly equivalent to the grammars that Bresnan and Kaplan have developed 

under the name lexical-functional grammar (LFG; see Bresnan, ed.13~). The EFG 
languages include some non-indexed languages (Roach, unpublished work), and 

apparently have an NP-complete parsing problem. 9~ 
The LFG languages may not even be included in the context-sensitive 

languages. Kaplan and Bresnan 72) (260ff) state without proof that any language 

with an LFG grammar is accepted by some nondeterministic linear bounded 

automaton, provided each grammar observes a fixed numerical upper bound on 
the number of crossing dependencies permitted (a "crossing limit"). If limits of 
this sort are embraced, comparisons of  generative power across frameworks are 
of  course undercut; the reduplication of noun stems in Bambara could be 
handled by even a finite state grammar if, for example, grammars observed a 
restriction to a finite upper bound on the number of  times a given noun stem 
could occur in a sentence. Likewise, a CF-PSG could be given for the cross- 
serial verb-object dependencies in Dutch and Swiss German, assigning suitable 
constituent structure, provided a crossing limit was imposed. Thus it is unclear 
whether Kaplan and Bresnan see the imposition of  crossing limits as a motivated 
part of  their theory or simply as a sufficient condition to achieve context- 
sensitivity. Note that further numerical conditions would allow a proof  of 
CF-ness or even finite-state-hess for LFGs. 

3 . 3  The Word-Sentence  Interface  
In this section we consider the relation that obtains between the syntax of 

words and the syntax of  sentences. At least three distinct positions can be 
distinguished and have been maintained at one time or another. One possible 

position says that there is no distinction to be made and that a single grammar 
unifies both. We will call this the holistic position. This was essentially the 
position maintained by transformational grammar in the 1960's and early 1970's. 
A second position, which we refer to as "the orthodox view" below, maintains 
that they are distinct autonomous systems, but that the syntax of words is 
properly embedded within the syntax of sentences. Where the latter ends, the 
former begins. And a third position, recently dubbed "autolexical syntax", 
claims that they are distinct but parallel systems that need not define compatible 
analyses of the entire morpheme string. 

(1) The orthodox view 
The orthodox view, as we have characterised it above, is essentially that 

of  the American structuralist tradition of the 1940's and 1950's. It is classically 
embodied in the analytical technique known as immediate constituent arialysis. 
The immediate constituents of  sentences were phrases, the immediate constitu- 
ents of  phrases were words (or other phrases), and the immediate constituents of 
words were morphemes. Thus the syntax of words was properly nested within 
the syntax of phrases and sentences. 
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This position finds its modern expression in the work of Selkirk. 143) For 

her, sentential syntactic structures are phrase structure trees and the leaves of 
these trees are words. But these words each have their own self-contained 

structure and this too is represented as a phrase structure tree. 
It is easy to see that Selkirk's position is only separated from the holistic 

position by a very thin line. If the sentence syntax is simply a PSG (though it 
is not, for Selkirk) and the word syntax is also, and if the latter is permitted to 
introduce nonterminal symbols that belong conceptually to the former (as 
various incorporation phenomena might lead one to want), then one simply 
ends up with one large PSG whose terminal symbols are morphemes. 

(21 Autolexical syntax 
In a radical break with the traditions just discussed, Sadock ~33> has 

proposed that the sentence syntax and the word syntax are both CF-PSGs, but 
that strings of morphemes are to be regarded as grammatical just in case they 
receive both a sentence-syntactic structure and a word-syntactic structure. 

Crucially, these structures need not be isomorphic: words as defined by the 
morphology are not required to coincide with some syntactic constituent as they 

are in the orthodox view. Thus, for example, in English, the morpheme sequence 
l'll in I'll go to bed is a constituent in Sadock's word-syntax, but not, of course, 
in his sentential syntax. 

Oversimplifying somewhat, Sadock's work suggests a parsing model in 
which two CF-PSG parsers, one corresponding to the sentence syntax and the 
other to the word syntax, run in series or in parallel, a string being grammatical 
just in case both parsers succeed. Such a dual CF-PSG parsing system would 
identify languages falling in the intersection of  two CFLs. As is well known, the 
CFLs are not closed under intersection and thus, for example, such a system 
could recognize anbnc ~ (cf. the cascaded RTNs of Woods167)). However, the 
recognition time complexity is no worse than that of  the CFLs, i.e. O(n3). 

Borgida 1~) provides an excellent introduction to a range of dual grammar 
systems. 

w Recent  Developments  in Formal Linguist ics  

4 . 1  Grammars for Grammars 
The idea of  using one grammar to generate another originates in com- 

puter science with the work of van Wijngaarden 166) who used the technique to 
give a perspicuous syntax for ALGOL68. A good introduction to his work can 
be found in Cleaveland & Uzgalis. 23) Janssen 64) employs a van Wijngaarden- 
style two-level grammar to define a generalization of Montague's PTQ syntax. 

The same idea emerges in recent linguistic work in the guise of the 
"lexical rule ''13) or metarule. 41j A metarule is a grammar characterization device 
(i. e. a clause in the definition of the grammar), one which enables one to define 
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one set of rules in terms of  another set, antecedently given. Generalizations 
which would be lost if the two sets of  rules were merely listed are captured by 
the metarule. 

For example, suppose that our grammar contains, inter alia, the follow- 
ing set of rules expanding VP: 

VP --~ V [01 
VP--~ VEI~ NP 
VP ~ V[2] NP NP 
VP ~ V[3] NP  PP 
VP ~ V[4] NP VP (6) 

V P ~ V [ 5 3  NP S 
VP--* VI6~ NP NP S 
VP-- ,  V[73 S 

Then we can augment the grammar  by means of  the following metarule: 

VP ~ V NP W - - >  ] 
VP['PASI --~ V W (PPEby~) I (7) 

This says that for every rule in the grammar which expands VP as a verb 
followed by an NP possibly followed by arbitrary other material, there is also 
a rule expanding a passive VP as the verb followed by the other stuff (if there 
was any) followed opt ional ly  by an agentive PP. This  metarule will thus add the 
following rules to our grammar: 

VPIPAS~ ---" V[I~ (PP~by~) 
VPEPAS~ ---, VE2~ NP (PP[by l )  

VPIPAS~ --~ V[3~ PP (PP[by~) (8) 
VPIPAS~ ~ V[4~ VP (PP[by~) 
VPEPAS~ ~ V~5~ S (PPIby~) 
VP[PAS3 --* V[6~ NP S (PP[by~) 

These rules will now allow the grammar to generate passive sentences directly. 
Another  example is provided by Gunji,  45~ who shows how metarules can capture 
reflexive pronoun generalizations in the definition of  a CF-PSG for Japanese. 

Recent work in computat ional  linguistics that employs or explores the 
notion of metarule includes Gawron et al., 4~ Kay, 78) K o n o l i g e S  ~ Robinson,  ~2s~ 
Schubert and Pelletier, ~42~ Shieber, Stucky, Uszkoreit  and Robinson, 147> Stuc- 
ky, ls4) and ThompsonJ  s7) 

4 . 2  Feature-Theoretic Syntax 
Harman 49~ was the first person to see the linguistic potential of  PSGs 

incorporating complex symbols. The use of  a finite set of complex symbols, in 
place of  the traditional finite set of  monadic symbols, leaves the mathematical  
properties of  grammars unchanged. For example,  every CF-PSG employing 
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complex symbols generates a tree set that is isomorphic to the tree set generated 
by some CF-PSG not employing complex symbols. 

Typically, syntactic categories are defined as sets of syntactic feature 
specifications. A feature specification is an ordered pair consisting of  a feature 
(e. g. CASE) and a feature value. The latter may either be atomic (e.g. 
A C C U S A T I V E )  or it may be a syntactic category (i. e. features are allowed to 
take categories as their values). A syntactic category is then a partial  function 
from features to their values. The internal make-up of categories is further 
constrained by feature cooccurrence restrictions which are simply Boolean 
conditions which restrict the permissible combinat ions  of feature specifica- 
tions. 41) Syntactic structures are thus phrase structure trees of the familiar kind 
whose nodes are labelled with syntactic categories as characterized above. 

Principles of  feature instantiation are then invoked to ensure the identity 
of  certain features on adjacent or connected nodes. Most current work assumes 
a "Head Feature Convent ion"  which is responsible for equating one class of  
feature specifications as they appear on the mother category and its head 
daughter(s). Thus, for example, a verb phrase inherits the tense of  its verb. Other 
principles match agreement features between locally connected agreeing cate- 
gories (e. g. between a subject noun phrase and its verb phrase sister), or deal 
with the copying of  category valued features between mother and daughter 
categories. 

Category-valued features allow many significant syntactic generalizations 
to be captured rather straightforwardly.41~For example, they are able to capture 
those underlying the class of  unbounded dependency constructions (e. g. relative 
clauses, wh-questions, topicalization, etc.). Here is a topicalization example, 
where the category-valued feature specification [N P] encodes the absence of  the 
object in the final verb phrase. 

s 

/ \  
NP S[NP] 
/ \  / \  

Det N NP VP[NP] 

I I / \  
that problem Sandy V[7] S[NP] 

I / \  
thinks NP VP[NP] 

J 
Felix V[1] 

I 
solved 

(9) 
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4 . 3  Unification, Extension, and Generalization 
The formal definitions of  principles of  feature instantiation, such as those 

mentioned above, crucially depend upon notions of  extension and unification 
definable in a graph-theoretic or partial function theory of  categories. These 
notions were introduced into linguistics by Kay 77~ and have been profoundly 
influential, finding their way into essentially all current formal syntactic frame- 

works. 
Assuming, for the sake of illustration, the partial function theory of 

categories sketched above, we can define extension as follows. 

A category C2 is an extension of a category C1 if and only if 
(1) every atom-valued feature specification in C1 is in C2, and 
(2) for every category-valued feature specification in CI,  the value 

of the feature in C2 is an extension of  the value in CI.  

This recursive definition says first of  all that any specification for an atom- 
valued (i. e. non-category valued) feature in a category is also in all extensions 
of  that category. It also guarantees that if a category specifies a value v for some 
category-valued feature, then any extension of  that category specifies a value for 
that same feature that is an extension of  v. Note that an extension of  a category 
C may contain a specification for a category-valued feature which is unspecified 
in C. The relation "is an extension o f '  is thus a generalization of the relation "is 
a superset o f ' ,  one which takes proper account of  category-valued features, and 
it defines a partial order on the set of  categories. 

An important operat ion on categories is that of  unification. This notion 
is closely analogous to the operation of  union on sets except that, as in the case 
of  extension, the resulting set must be a function. Unification is undefined for 
categories containing features specifications that contradict each other. 

The unification of  a set of  categories K is the smallest category 
which is an extension of every member  of  K, if such a category 
exists; otherwise the unification of K is undefined. 

As can be seen, this notion is equivalent to the standard notion of least upper 
bound in lattice theory. A second operation on categories is generalization, 
which provides the analogy to the operation of  intersection on sets. It can be 
defined as follows. 

The generalization of  a set of  categories K is the smallest category 
which contains (1) the intersection of  the categories in K, and (2) 
the set of  category-valued feature specifications each of  whose 
values is the generalization of  the set o f  values assigned to the 
feature by the categories in K. 

Karttunen rs) provides a good introduction to the linguistic uses of  generaliza- 
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tion, and Pereira & Shieber 112~ discuss the denotational semantics of  unification- 

based linguistic formalisms. 
In discussing these notions, we have restricted ourselves to the theory of 

features for the purposes of illustration. However, some current linguistic 
frameworks, notably Kay's 79~ "Functional Unification Grammar", allow one to 

perform unification on structural descriptions, and even on grammars. 

4 . 4  Default  Mechanisms 
In any feature-theoretic linguistic framework, certain feature values are 

the expected case, the values that ordinarily get assigned, other things being 

equal. Linguists call these expected values the "unmarked" or default values, 
and they can be handled by feature specification defaults which are Boolean 

conditions analogous to feature cooccurrence restrictions, but employed 
differently. Feature cooccurrence restrictions are absolute conditions that have 

to be met, whereas feature specification defaults are conditions that a category 
must meet if it can, but need not meet if it cannot. 41~ Thus, for example, the 

default value for CASE might be ACCUSATIVE,  but a given noun phrase 
could appear in some other case if it was required to do so by a feature 

instantiation principle, say. 
Feature instantiation principles themselves have typically imposed an 

absolute condition (identity or extension in one direction) on the relation 

between the feature sets found on adjacent or connected nodes in a tree. But this 
clearly does not need to be the case. An absolute condition could be replaced 
by a default inheritance mechanism, a technical device of  considerable general- 

ity, and potentially wide application. 
One, nonlinguistic, example of  a default inheritance mechanism comes 

from the work on semantic networks in AI (see Barr and Feigenbaum7~ : pp. 
180-189 for a survey). On the one hand one wishes to be able to say that all birds 
can fly (thus avoiding the need to stipulate that eagles can fly), but on the other 
hand one wishes to accord penguins the status of being a bird (even though they 
cannot fly). To take an example that is familiar from the AI literature, consider 

the network shown below. 

BIRD[can  fly] 

EAGLE PENGUIN [can't fly] 

(lO) 

The arcs here represent the ISA relation, and the material in brackets stands for 
properties, so this network just records that eagles and penguins are birds, that 
birds can fly, and that penguins cannot. If properties are simply inherited from 
a dominating node, then we will derive a contradiction to the effect that 
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penguins are both able to fly and unable to fly. But if properties are inherited by 
a default inheritance mechanism, then we will be able to derive the flight of  
eagles without contradicting ourselves over penguins. 

One potential linguistic application for a default inheritance mechanism 
concerns irregularity in NL lexicons. On the one hand we wish to give general 

morphological rules to predict the form of, say, plurals. And, on the other hand, 
we want these rules to be over-ridden by the mere existence of irregular forms. 

NOUN [PLUR = ROOT ̂  S] 

ADULT CHILD[PLUR ~ children] 

( l l )  

This says that adult and child are both nouns and that the plural form (PLUR) 

of  a noun is formed by concatenating its stem (ROOT) with s. This property of 
nouns will be inherited by adult which thus has adults as its plural. In the case 

of  child however, this property of nouns is not inherited since it is inconsistent 
with an existing property of  child, namely the property of having children as its 
plural. See Flickinger, Pollard & W a s o w  33) for details of a lexicon that uses 

default inheritance to handle examples of  just this kind. 
Another application can be found in Gazdar et al. 41~ who use a default 

inheritance mechanism in stating the "Head Feature Convention" mentioned in 
passing in Section 4.2, above. Identity for a given feature is only imposed when 
it is possible given the other constraints that apply to the features and categories 
involved. Essentially their definition works by examining the space of  possible 
instantiations of a rule that are permitted by feature cooccurrence restrictions, 
other feature principles, and so on. If this space contains an instantiation 

exhibiting the relevant identity, then the principle requires identity; if it does 
not, then identity is not required. 

w Conclusion 
The arguments originally given at the start of  the era of  modern linguis- 

tics were correct in their conclusion that N Ls cannot be treated as simply regular 
sets of strings, as some early information-theoretic models of language users 
would have had it. However, questions of  whether NLs were CFLs  were 
dismissed rather too hastily; English has never been shown to be outside the 
class of CFLs or even the DCFLs, and even for other languages the first 
apparently valid arguments for non-CFL status are only now being framed. 

The two non-CF construction types that have been shown to exist in NLs 
are not indicative of profound difficulties standing in the way of the efficient 
processing of NLs by computers, They are well understood in linguistic terms, 
and efficient techniques for recognizing and parsing languages with these 
constructions are already known to exist, as we have noted. Thus, although 
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future work on N L P  may face major difficulties in areas like speech, semantics, 
and pragmatics, there is reason to think that difficulties in the area of  morphol-  
ogy and syntax have often been exaggerated. The vast majority of  the regularities 
of  structure in the words and sentences of  NLs can be captured in terms of  the 
tractable and mathematical ly developed framework of  CF-PSG. And in the 
cases where supra-CF devices are called for, there are numerous promising 

extensions or generalizations of  CF-PSG that are clearly capable of  doing the 
job  and are already being explored by linguists and computat ional  linguists. 

The traditional attitude toward natural languages in computer  science 
has probably not been very different from the traditional att i tude among 
logicians. Rosenbloom ~2s) (p.153), for example,  asserts: 

As in all natural languages...the rules of  word and sentence forma- 
tion in English are so complicated and full of  irregularities and 
exceptions that it is almost impossible to get a general view of  the 
structure of  the language, and to make generally valid statements 
about the language. 

Modern work on morphology  and syntax does not bear out this pessimistic 
view. On the contrary, our conclusion from this review of morphological  and 
syntactic work on the computat ional ly relevant properties of  NLs  and their 
grammars is, in short, that a cautious opt imism is in order. 
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