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ABSTRACT
In this paper we explore the novel application of a linear genetic
programming framework, Shackleton, to optimizing sequences of
LLVM optimization passes. The algorithm underpinning Shackleton
is discussed, with an emphasis on the effects of different features
unique to the framework when applied to LLVM pass sequences.
Combined with analysis of different hyperparameter settings, we
report the results on automatically optimizing pass sequences with
Shackleton for two software applications at differing complexity
levels. Finally, we reflect on the advantages and limitations of our
current implementation and lay out a path for further improve-
ments. These improvements aim to surpass hand-crafted solutions
with an automatic discovery method for an optimal pass sequence.

CCS CONCEPTS
• Computing methodologies → Genetic programming; • Soft-
ware and its engineering → Compilers.
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1 INTRODUCTION
In this paper we introduce and utilize Shackleton, a generalized
framework that allows for the exploration of applying Linear Ge-
netic Programming (LGP) [5] – a subset of Genetic Programming
techniques [4, 10] – to novel use cases with minimal background
knowledge. The core of this work assesses the performance of
Shackleton on the optimization of a practical and complex use-case:
the optimization of LLVM compiler optimization pass sequences.
Optimizing compiler optimization pass sequences is a rare target
for Evolutionary Algorithms (EAs) despite its pervasive importance
to programming as a whole. We provide an analysis of the optimiza-
tion sequences that Shackleton’s evolutionary scheme generates
compared to default general solutions.

2 BACKGROUND AND RELATEDWORK
The work presented in this paper is a combination of method, im-
plementation, and target application, but is built upon structures
created by other researchers and software developers. We utilize a
LGPs framework of our own creation, Shackleton, to target LLVM
optimization pass sequences. Our framework was inspired by sim-
ilar efforts to make EAs methods more accessible like Python’s
DEAP package [8] or PushGP [16].

To understand LGP, it is important to recall that Genetic Pro-
gramming (GP) is an “Evolutionary Computation (EC) technique
that automatically solves problems without requiring the user to
know or specify the form or structure of the solution in advance”
[15]. LGP further specifies that programs are represented as lin-
ear sequences of instructions, leveraging the fact that computers
often represent and run programs in a linear fashion. Shackleton
leverages this quality to target optimizing compiler pass sequences.

A compiler translates computer code written in one source lan-
guage to a target language in an executable form. An optimizing
compiler tries to minimize or maximize attributes of the computer
program output in the target language to achieve some benefit at
execution time [1]. Recent research aims to improve on a priori opti-
mization methods by targeting machine learning based compilation
[20]. GP and GAs as methods are no exception to this. A genetic
algorithm approach has been applied to GNU Compiler Collection
(GCC), a compiler similar to LLVM but differentiated by its fixed
number of supported languages and reuse constraints [3, 9]. Further,
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GP was already applied to a compiler context to take advantage
of GP’s optimization potential for well-known compiler heuristics
[17]. Here we specifically target the LLVM Project - a collection of
modular and reusable compiler and tool-chain technologies [12] -
and evaluate Shackleton’s effectiveness at optimizing the source-
and target-independent segment of LLVM’s core framework.

3 METHODS
3.1 Problem Space
While Shackleton is designed to be applied to various use cases,
here we focus on the LLVM use case as mentioned above. The
framework takes in the source code of a target program, and outputs
a near-optimal optimization pass sequence that the LLVM compiler
can use to optimize this program. In our experiments, Ant Colony
Optimization for the Traveling Salesman Problem (ACOTSP) [18]
and the Backtrack Algorithm for the Subset Sum Problem (SSP) [13]
are explored as the target programs. SSP is used for all the results
shown in the following sections.

The Ant Colony Optimization (ACO) algorithm is inspired by
foraging behavior of some ant species [7], in which paths with
more visits would be reinforced after each iteration. In the traveling
salesman problem, a graph of cities and the distance between each
pair of cities are given, and the goal is to find a path in the topology
that minimizes total distance travelled.

In the SSP, we are given a set of 𝑁 numbers from 1 to 1,000,000,
and we are asked to find a subset that sums up to a random number
𝑋 (where 1, 000, 000 < 𝑋 < 𝑁 × 1, 000, 000) [2, 6, 11, 13]. Although
it might run into halting states, the backtracking algorithm approx-
imates the solution in a reasonable time. Both ACOTSP and SSP
are NP-complete problems, as they do not have polynomial-time
solutions. Therefore, optimizing the algorithms is non-trivial and
worth inspection here.

3.2 The Shackleton Framework
Shackleton is a generic GP framework that aims to make GP easier
for a myriad of uses. Currently, the main target of Shackleton is to
use the framework for optimization of LLVM pass sequences that
ultimately optimize executable code. The source code for Shackleton
is publicly available on Arm’s GitHub page.

3.2.1 Genetic Programming Design in Shackleton. In the Shackleton
Framework of LGP for LLVM, see FIG 1, each chromosome consists
of a sequence of optimization passes. First, a population of random
individuals is generated. For each sequence, its fitness is calculated
by compiling the program with that sequence of passes and averag-
ing the program runtime over 40 runs. In each generation, a portion
of the individuals with the best fitness scores are chosen as the elite
group and copied over to the next generation unchanged. Then, in
the special offspring selection process, a tournament-style selection
approach is used to select parent individuals. Genetic operators
including one-point crossover and one-point substitution mutation
are applied to their genomes to produce a ‘brood’ of 4 offspring
individuals; in each brood, the two best performing individuals
out of the four offspring and the two parents are selected to join
the next generation. This special offspring selection mechanism
is inspired by Tackett’s brood selection [19]. Finally, some new

Figure 1: Shackleton LGP for LLVM

individuals are randomly generated to be included in the next gen-
eration in order to preserve diversity in the population. The fitness
of the new generation is then evaluated and evolution continues. At
termination, the program outputs individuals with the best fitness
scores as the final solution. For the experiments in this paper, the
termination criterion is when the number of generations reaches
the set limit, but other implementations (e.g., converging fitness
values) are also available and can be further explored. Shackleton’s
evolution hyperparameters (i.e., number of generations, population
size, and tournament size) are set before program execution. Tuning
of these hyperparameters is further explored in [14].

4 EXPERIMENTS AND RESULTS
We conduct two primary experiments in this paper. We first test
out extreme combinations of the number of generations and num-
ber of individuals to determine the effect of these parameters. We
then explore the robustness of the framework’s optimization ben-
efits. The experiments were conducted on HPCC nodes running
CentOS Linux version 7 and Clang version 8.0.0. We utilized the
Backtrack Algorithm (from SSP), which contains recursive loops
that are potential sites of optimization. Preliminary testing found
this problem to be of adequate complexity for our experimentation
purposes, considering both the runtime and human-verifiable testa-
bility. Expanded results and additional experiments can be found
in [14].
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Table 1: Number of Generations vs. Population Size Experi-
ment Parameters

Experiment Nr. Number of Generations Population Size

0 50 40
1 250 8
2 200 10
3 10 200
4 8 250
5 4 500

The number of generations and population size directly deter-
mine the number of runtime evaluations. These two hyperparame-
ters are roughly proportional to how many individuals will appear
throughout the evolutionary process. Therefore, in order to reduce
the overhead runtime of Shackleton, it is essential to determine
how much these two factors influence the search process of the
optimal solution. In our first experiment, we tracked the fitness
of the best individual in each generation with extreme settings of
number of generations and population size. This is to see whether
more computing power and runtime should be allocated to a large
number of generations or a larger population size, when their prod-
uct is fixed. The values are set such that each parameter setting
has a constant product, so the same number of total individuals are
represented in the entire run of Shackleton.

Table 1 shows the combinations of parameters used for this
experiment. Six trials were run for each setting. FIG 2 plots the
control set up with 50 generations and a population size of 40; FIG
3 and FIG 4 plot two representative cases of a setting with a large
num_generation value and a setting with a large population_size
value. The 𝑦-axis is the runtime of the sample use case - the SSP
with the Backtrack Algorithm - in seconds, which we use as the
fitness of the individuals, and the 𝑥-axis is the generation number.
The runtime of the program with no optimization and with default
LLVM optimization passes (first 8 data points of each trend line)
is plotted with the runtime of the individuals across generations.
FIG 5 shows the percentage improvement of the parameter settings
compared to each of the baseline optimization levels.

By exploring the extreme ends of the search space, this exper-
iment shows that more computing power and runtime should be
allocated to the population size rather than the number of gen-
erations. In the hyperparameter setting plotted in FIG 3, a small
population size of 10 is allowed to undergo 200 generations in
search for the optimal solution, but the fitness of the best individ-
ual is noisy and does not tend to converge, with a final percent
improvement of 4.08%. On the other hand, a large population size
of 200 shows converging fitness within just 10 generations and a
final percent improvement of 5.25%. This result gives support to
the claim that the greater diversity in a large population is crucial
in the search for an optimal solution.

Even though the hyperparameter settings for Shackleton are
problem-specific and can be set by the user, it is important to make
sure that most (if not all) hyperparameter combinations will speed
up the execution of the target source code. We tested a variety of
combinations to examine the robustness of Shackleton, the details

Figure 2: SSP Runtime - gen=50, pop=40.
Fitness decreases then converges to a stable level.

Figure 3: SSP Runtime - gen=200, pop=10.
Fitness fluctuates significantly and does not converge.

Figure 4: SSP Runtime - gen=10, pop=200.
Fitness converges very quickly but longer
overhead runtime (not shown in plot).
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Figure 5: SSP Runtime - Improvement over Baseline.
Percent improvement of top 6 hyperparameter settings

when plotted against each baseline level. As shown in plot,
all combinations result in reduced runtime compared to the

default LLVM optimization levels.

Table 2: Percent Improvement

Comparison Average % Improvement Additional %

O2-raw 1.40 74.09
Shackleton-raw 6.20 93.88
Shackleton-O2 4.77 90.17

of which can be found in [14]. Two metrics are of importance in
this evaluation - percent optimization from the raw source code
and the percent improvement of the automatically-generated se-
quence compared to the default optimization. We first want to
ensure that Shackleton will produce optimization sequences that
speed up the execution of the target source code. Then, we want
the automatically-generated sequences to perform better than the
default LLVM optimization. 94% of these runs produced faster code
compared to the unoptimized source code.

Shackleton’s use of stochastic elements in its evolutionary scheme
means that speed improvements over the raw source code after
optimization are not always guaranteed. However, the experiments
shown here indicate that Shackleton consistently produces opti-
mized code that is faster and offers a larger average improvement
than that produced by the default LLVM optimization sequences.

5 CONCLUSION AND FUTURE WORK
The existing predefined LLVM optimization levels of the -Ox type
are used for general purpose program optimization and are not
problem specific. Targeted runtime optimization of a program by a
hand-crafted LLVM pass or a pass sequence would require expert
knowledge in both LLVM and the program to be optimized. In this
paper, we presented the Shackleton Framework, which is able to
automatically generate near-optimal LLVM optimization pass se-
quences for specific programs. The Shackleton Framework, without
any prior knowledge of the compiler, the optimization passes, or the
program, consistently produces optimization pass sequences that
achieve significant runtime improvement over default optimization
options.

There are numerous opportunities to further improve and an-
alyze the Shackleton Framework. Widening the scope of LLVM
passes considered (including custom passes) and allowing for a
comparison against sequences fit for a specific use case could of-
fer insights beyond what is shown here. In addition to benefits
for LLVM, the generic Shackleton Framework could be improved
by allowing for hyperparameter tuning beyond what is currently
supported. With further improvements, the pass sequences auto-
matically generated by the Shackleton Framework could potentially
surpass hand-crafted pass sequences while simultaneously freeing
developers’ time to pursue other advancements for compilers.
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