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ABSTRACT
Tangled Program Graphs (TPG) is a framework for genetic pro-
gramming which has shown promise in challenging reinforcement
learning problems with discrete action spaces. The approach has re-
cently been extended to incorporate temporal memory mechanisms
that enable operation in environments with partial-observability at
multiple timescales. Here we propose a highly-modular memory
structure that manages temporal properties of a task and enables
operation in problems with continuous action spaces. This signifi-
cantly broadens the scope of real-world applications for TPGs, from
continuous-action reinforcement learning to time series forecasting.
We begin by testing the new algorithm on a suite of symbolic regres-
sion benchmarks. Next, we evaluate the method in 3 challenging
time series forecasting problems. Results generally match the qual-
ity of state-of-the-art solutions in both domains. In the case of time
series prediction, we show that temporal memory eliminates the
need to pre-specify a fixed-size sliding window of previous values,
or autoregressive state, which is used by all compared methods.
This is significant because it implies that no prior model for a time
series is necessary, and the forecaster may adapt more easily if the
properties of a series change significantly over time.
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1 INTRODUCTION
Time Series Forecasting, or predicting future values based on previ-
ously observed values, is an important aspect of many real-world
problems. For example, forecasting the demand on a server each
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hour, forecasting the number of passengers on public transit each
day, or forecasting an EEG trace to predict changes in patient health
are applications of extreme practical importance. Current methods
typically rely on prior inspection of the time series and human in-
tuition, or heuristics, in order to parameterize the prediction model
[1, 29]. However, this can be problematic when the characteristics
of the data stream are not well understood. Furthermore, apply-
ing a static model and parameters assumes that the underlying
process generating the time series is stationary. However, many
real-world forecasting environments change significantly over time.
In this work, we introduce a highly modular approach to time series
forecasting which builds the prediction model entirely through in-
teraction with that environment. A temporal memory mechanism
eliminates the need to hard-code any recursive structure into the
model or to pre-specify a fixed window of historical values to ana-
lyze at any point in time. This represents a very general framework
for time series forecasting that may have broader applications in
memory-intensive tasks with non-stationary properties, e.g [6, 31].

1.1 Emergent Modularity
Tangled Program Graphs (TPG) is a Genetic Programming (GP)
framework which incrementally builds computational organisms
from multiple subsystems which were initially developed inde-
pendently akin to compositional evolution [32]. In doing so, TPG
automates two critical properties of such a system: 1) The identifica-
tion of stable building blocks, or subsystems; and 2) Establishing the
nature of the interaction among subsystems within a hierarchical
organism, or module interdependence.

Relative to the first property to be automated, i.e. discovery
of stable building blocks, Herbert Simon [25] suggested that the
presence of stable intermediate structures speeds up evolution by
providing building blocks from which increasingly complex hier-
archies may be constructed. Put simply, Simon points out that if a
complex system is built from structurally modular building blocks,
its development is less likely to require a restart from scratch should
an error be introduced during construction (see Simon’s famous
Watchmaker’s Parable for an illustrative example of this concept).
In other words, modularity helps promote stability in an evolving
organism, preventing a particular genome from being a “House
of Cards” [15] in which a single variation might bring it tumbling
down. Ultimately, Simon’s suggestion is that modular systems are
more evolvable, that is, more capable of continuously discovering
new organisms with higher fitness than their parents. This the-
ory has been investigated widely among evolutionary biologists
[21, 30, 34].

As for the second property to be automated, module interde-
pendence, Watson et al. [32] emphasize that structural modularity
(i.e. structural complexity encapsulated such that dependencies
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between subsystems are weaker than dependencies within sub-
systems) does not imply independence of subsystems. Specifically,
functional interdependence among subsystems is critical for hier-
archies in which all levels of organization are meaningful. Simply
accumulating multiple building blocks into an aggregate system
does not capture the full potential of modularity. Module interde-
pendence is essential for emergence because without meaningful
interdependence, a hierarchy of subsystems is nothing more than
the sum of its parts. Watson argues that systems with strong mod-
ule interdependence are evolvable under certain conditions, namely
compositional evolution.

TPG has leveraged emergent modularity to make a variety of
contributions in the context of visual Reinforcement Learning (RL).
In the Atari video game testbed, TPG evolved game-playing agents
that match the quality of solutions from a variety of deep learning
methods [13]. More importantly, TPG agents were less computa-
tionally demanding and required fewer calculations per decision
than any of the other methods. This efficiency is possible because
1) the hierarchical complexity of each organism is a property that
emerges through interaction with the problem environment, rather
than being fixed a priori, as was the case for deep learning, e.g. [20];
and 2) subsystems within a TPG organism typically specialize on
different parts of the visual input space, thus only subsets of the
overall organism require execution at any given point in time.

Modularity and specialization also allow TPG to support transfer
learning in challenging RL problems [12]. In this case, solutions ini-
tially evolved for simple subtasks can be reused within hierarchical
organisms in order to improve learning in a more complex task. The
resulting agents achieve state-of-the-art levels of play in RoboCup
Half-Field Offense and surpass scores previously reported in the
Ms. Pac-Man literature while employing less domain knowledge
during training. Again, the highly modular organisms are shown
to be significantly more efficient than state-of-the-art solutions in
both domains.

Finally, modularity and specialization are also useful in dynamic
environments where the distribution in sensory inputs may change
drastically over time. When forced to switch randomly between
multiple Atari game titles throughout evolution, TPG can evolve
solutions to multiple titles simultaneously with no additional com-
putational cost [13]. In this case, modularity was critical to avoid
unlearning or “catastrophic forgetting” [16] of behaviours that are
intermittently important over time.

1.2 Modular Memory Models
All the work outlined in Section 1.1 was conducted using an early
version of TPG in which organisms were stateless. That is, even
though agents operated in episodic, sequential decision-making
environments involving hundreds or thousands of timesteps, the
agents were purely reactive. They had no temporal memory mech-
anism to enable the integration of experience over time. This is a
serious limitation in partially-observable tasks in which it is im-
possible to retrieve complete information about the state of the
environment from a single observation. More recently, multiple
models have been proposed which support temporal memory shar-
ing among subsystems within TPG organisms, allowing agents to
operate in sequential decision-making environments with partial

observability at multiple time scales [11, 26, 27]. Examples from the
deep learning community have also demonstrated that modularity
and specialization lead to improved generalization in dynamic tasks
that require temporal reasoning [3, 6].

1.3 Research Objectives
Section 1.1 established the capabilities of TPG for evolving hierar-
chical/modular organisms in high-dimensional (e.g. visual) RL en-
vironments with discrete action spaces. However, many real-world
RL problems involve continuous action spaces, which introduce
non-trivial design choices for the RL practitioner [17, 23, 24]. For
example, continuous control problems cannot be solved by simply
discretizing the action space due to the exponentially large number
of bins over which policies would have to be learned [19]. The first
research objective of this work is therefore to test the hypothe-
sis that TPG’s shared memory framework [11] can be extended
to support continuous action spaces and temporal memory man-
agement simultaneously. This significantly broadens the scope of
real-world applications for TPG, from continuous-action reinforce-
ment learning to time series forecasting. For our initial study here,
we evaluate the proposed method in well known supervised learn-
ing tasks, namely symbolic regression and time series forecasting.

TPG’s success in high-dimensional RL was due in part to its ca-
pacity to adaptively decompose the input space such that individual
subsystems within an organism could specialize their role relative
to small subsets of the input space, or spatial decomposition [13].
The second objective of this work is now to examine how the mod-
ular memory mechanism allows organisms to achieve a temporal
problem decomposition. This is significant because temporal prob-
lem decomposition is likely beneficial in dynamic, non-stationary
environments. An example of this is time series forecasting or
streaming data classification tasks when the underlying process
generating the data stream changes significantly over time [1, 7].

The remainder of this paper is organized as follows: Section
2 provides a detailed description of our proposed algorithm. An
empirical evaluation is provided in Section 3. A suite of symbolic
regression benchmarks [22] are used for an initial proof-of-concept
evaluation of continuous-output TPG, which is shown to gener-
ally match the solution quality of 3 modern GP frameworks. Next,
we evaluate continuous-output TPG in 3 challenging time series
forecasting benchmarks. Here we show that the proposed method
matches the prediction accuracy of a recently proposed approach
to neuroevolution based on Cartesian Genetic Programming [29].
Furthermore, temporal memory eliminates the need to pre-specify
a fixed-size sliding window of previous values, or autoregressive
state, which is used by all compared methods. Section 4 concludes
the paper and provides an outlook to future work.

2 ALGORITHM DESCRIPTION
The algorithm investigated in this work is an extension of Tangled
Program Graphs [13]. TPG was initially designed for RL tasks in
which solutions map sensor inputs to a set of discrete actions. This
work represents the first time the method has been used to build
solutions that map inputs to a continuous (real-valued) output. This
is achieved through an extension of the shared memory mechanism
introduced in [11]. This section outlines the extended algorithm,
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paying specific attention to two critical components: 1) How mem-
ory is shared among individual programs in a team-based model;
and 2) How multiple independent teams are adaptively combined
into a hierarchical organism, or program graph, through composi-
tional evolution. All source code is publicly available [10].

2.1 Coevolving Independent Teams
A team of programs is the basic representation for a complete solu-
tion in TPG. Each team defines a group of programs that collectively
map input state at time t , ®s(t) to a single output value. Teams can be
thought of as the root vertex in a computational graph where the
edges are programs that process ®s(t) and produce output, see Figure
1(a). In this work, all programs are linear register machines [4], see
Algorithm 1. For the purposes of this study, it is important to note
that programs contain internal register memory that is stateless,
that is, reset prior to each execution. Programs also have a pointer
to one shared stateful memory bank that is only reset at the start of
each evaluation. In the case of sequential decision-making or time
series tasks where the program is executed multiple times per eval-
uation, shared stateful memory allows programs to communicate
and integrate information across multiple timesteps.

Two types of program are supported within a team:
(1) Memory-programs manage the content of stateful mem-

ory. They read from current environmental state, ®s(t), and/or
stateful memory, ®m(t), and write to ®m(t);

(2) Path-programs define potential solution outputs. They are
directed graph edges that dynamically set their weight at
time t as a function of ®s(t) and ®m(t). Each team maintains
at least two path-programs. The team maps ®s(t) to a single
output by executing all programs in order and then following
the path with the largest weight. If the path-program is a
leaf, then its output value is the content of its shared stateful
memory register Rs [0], i.e., a real value (See Algorithm 1).

Algorithm 1 Example linear register machine. Each program con-
tains one private stateless register bank, Rpr ivate , and a pointer to
one shareable stateful register bank, Rshared . Rpr ivate is reset prior
to each execution, while Rshared is reset (by an external process) at
the start of each evaluation. Let Rx and Ry represent generic regis-
ter banks. In the proposed instruction format, Ry can be an index to
a state variable (input) or may refer to either Rpr ivate or Rshared .
The rules governing the target register Rx differ depending on pro-
gram type. For path-programs, shared memory is read-only, thus
Rx will always refer to Rpr ivate . In memory-programs, Rx may
refer to either memory bank. Note that path-programs have two
return values (line 7). Memory-programs have no return value as
their purpose is only to manipulate the content of shared memory.
A complete list of operations and instruction formats appears in
Table 1.
1: Rpr ivate ← 0 ▷ reset private memory bank
2: Rx [0] ← Rx [0] ÷ Ry [3]
3: Rx [2] ← cosRy [1]
4: if Rx [0] < Ry [2] then
5: Rx [0] ← −Rx [0]
6: if Path then
7: return (Rpr ivate [0], Rshared [0]) ▷ (weight, solution value)
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Figure 1: Illustration of the relationship between teams, pro-
grams, and shared memory in TPG

Note that memory-programs have read/write access to ®m(t),
while path-programs have read-only access. This enforces a divi-
sion of labour in which memory-programs manage stateful memory
content, while path-programs define the appropriate context (rela-
tive to ®s(t) and ®m(t)) in which their shared memory register Rs [0]
should be selected as the output1. Note that this is the critical ex-
tension that allows TPG to provide continuous-valued output. In
all previous studies, path-programs defined the context for a single
discrete action. Here, path-programs define the context for a single
shared memory register, the content of which is determined by its
associated memory-program.

Teams, programs, and shared memory registers are each stored
in separate populations and coevolved. Since a team of programs
represents a stand-alone solution, the team as whole is evaluated

1In preliminary experiments, this was found to work significantly better than allowing
all programs read/write access to ®m(t ), as is the case in [11].
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Table 1: Operations and instruction formats. Path-programs
encode 8 operations in a 3-bit op-code. Memory-programs
use a 4-bit op-code to include 7 extra operations (high-
lighted). In addition, memory-programs have access to 18
constants: {−0.9,−0.8, ...,−0.1, 0.1, 0.2, ..., 0.9}, included as read-
only registers at the end of their private register bank
Rpr ivate (See Algorithm 1).

Instruction Operations

Rx [i] ← Rx [i] ◦ Ry [j] ◦ ∈ {+, −, x, ÷, xy }

Rx [i] ← ◦(Ry [j])
◦ ∈ {cos, ln, exp, √, sin }

◦ ∈ { tanh, x 2, |x | , x 3 }

IF (Rx [i] ◦ Ry [j]) THEN Rx [i] ← −Rx [i] ◦ ∈ {<, > }

on the task and assigned a fitness score. Evolution is driven by a
generational GA such that the worst performing teams are deleted
in each generation and replaced by offspring of the surviving teams.
Programs have no individual concept of fitness. After team deletion,
programs that are not part of any team are also deleted. As such,
selection is driven by a symbiotic relationship between programs
and teams: teams will survive as long as they define a complemen-
tary group of programs, while individual programs will survive as
long as they collaborate successfully within a team. The process
for generating team offspring uniformly samples and clones a root
team, then applies mutation-based variation operators to the cloned
team, as listed in Table 2. Team variation operators may add, re-
move, or modify programs in the team. In short, team compliment,
program length and content, and the degree of memory sharing
are all adapted properties. Complete details on TPG’s variation
operators are available in [13] and [9].

2.2 Evolving Team Hierarchies
Evolution begins with a population of Rsize teams, each contain-
ing at least 2 path-programs and 2 memory-programs which share
stateful memory banks, Figure 1(a). Path-programs are initially all
leaf nodes, immediately outputting a result. However, when a path-
program is modified by variation operators, it will remain a leaf
with probability patomic , and will otherwise connect to one team
from the set of teams present from any previous generation, cho-
sen with uniform probability. These connection mutations are the
mechanism by which TPG supports compositional evolution, adap-
tively recombining multiple (previously independent) teams into
variably deep/wide directed graph structures, or program graphs,
Figure 1(b).

Execution of a program graph begins at the root team (t3 in
Figure 1(b)), where all programs in the team will execute. Graph
traversal then follows the path-program with the largest weight,
repeating the execution process at every team along the path until
a leaf node is reached. Thus, the program graph computes one path
from root to leaf for each input sample ®s(t), where only a subset
of programs in the graph (those in teams along the path) require
execution. Note that cycles may appear in the graph structure but
are ignored during execution. That is, no team is visited more than
once per traversal. If the edge with the largest weight leads to a

team that has already been visited, the edge is simply ignored. Team
variation operators are constrained such that each team maintains
at least one path-program that is a leaf node, ensuring an output
can always be found.

As hierarchical structures emerge, only root teams (i.e. teams
with indegree of 0) define independent solutions, and only these
root teams are subject to deletion, cloning, and variation. As such,
program graphs incrementally grow and break apart at their root
node, i.e. from the top up/down. While the team and program
population sizes vary throughout evolution, the number of root
teams to maintain in the population (Rsize ) is pre-specified as a
learning parameter and remains constant. Thus, whenever a root
team is subsumed within a program graph, it will be replaced by
a new root team which is sampled with uniform probability from
the team population and modified by mutation operators (Table 2).
Non-root teams are protected from deletion as long as they are a
component of a graph that performs well collectively. This property
helps TPGs avoid catastrophic forgetting in sequential problems in
which specialized team behaviours may be intermittently important
over time, e.g. multi-task learning [13].

In summary, the hierarchical complexity and interdependency
between teams in program graphs emerges entirely through inter-
action with the task environment. As a program graph operates,
the subset of teams/programs that require execution is dynamically
selected at runtime based on the current input sample and the con-
tent of stateful memory. This has two important implications: 1)
Teams are free to specialize on particular aspects of the problem
and may be switched in and out of the model as needed; and 2)
Program graphs can dynamically select inputs and stateful mem-
ory registers that are relevant to the current state observation (i.e.
inputs and memory registers indexed by programs along the active
path) while ignoring inputs/memories that are not important at the
current point in time. This is conceptually similar to the modular
structures and attention mechanisms explored by Goyal at. al. [6],
in which these properties were shown to improve generalization
and in dynamic memory problems. However, in that case the total
number of “modules” per solution required prior specification, as
did the number of “active” modules at any point in time. In this work
we are specifically interested in how these model characteristics
emerge through compositional evolution.

3 EXPERIMENTS
This section details our experimental analysis of the extended TPG
algorithm, which is abbreviated as TPG-CM to note the inclusion
of (C)ontinuous output and temporal (M)emory. First, in Section
3.1 we confirm the effectiveness of continuous-outputs in TPG-CM
using a suite of symbolic regression problems specifically designed
to evaluate GP systems [22]. Next, in Section 3.2 we test our pro-
posed temporal memory mechanism by evaluating TPG-CM in 3
challenging time series forecasting benchmarks. In all experiments,
TPG-CM is parameterized as per Table 2.

3.1 Symbolic Regression
Our experimental methodology under symbolic regression closely
follows the work in [2]. We experiment with 14 unique functions.
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Table 2: Parameterization of TeamandProgrampopulations.
Rsize is the number of root teams to maintain at any point
in time. Rдap is the proportion of root teams to delete and
replace in each generation. For the team population, pmx de-
notes amutation operator in which: x ∈ {d,a} are the probal-
ity of deleting or adding a program respectively; x ∈ {m,n, s}
are the probality of creating a new program, changing a
path-program’s action pointer (leaf or team), and changing a
program’s sharedmemory pointer respectively.ω is themax
initial team size. For the program population, px denotes a
mutation operator in which x ∈ {delete,add,mutate, swap}
are the probality for deleting, adding, mutating, or reorder-
ing instructions within a program. patomic is the probability
that a modified action-pointer for a path-program will be
atomic (leaf).

Team population
Parameter Value Parameter Value
Rsize 360 Rдap 50%
pmd ,pma 0.7 ω 10
pmm 0.2 pmn ,pms 0.1

Program population
Parameter Value Parameter Value
Size of Rpr ivate 8 maxProgSize 100
Size of Rshared 8 patomic 0.5
pdelete ,padd 0.5 pmutate ,pswap 1.0

Complete details on these functions and their suitability for evalu-
ating GP system can be found in [22]. One example problem is:

F1(x1,x2) =
e−(x1−1)

2

1.2 + (x2 − 2.5)2

The functions used in this work have between 2 and 10 input vari-
ables. All input values are sampled randomly from the interval
[−5, 5]. We use 1000 training samples, 10,000 validation samples,
and 40,000 test samples. Training data is used to measure fitness
during evolution. The fitness function used is Mean Square Error
(MSE). At intervals of 10 generations, the entire population is eval-
uated on the validation data. Evolution proceeds until the single
best individual from the validation phase matches or exceeds the
best test score reported for any algorithm in [2], up to a wall-clock
computational budget of 4 hours. The validation champion is then
evaluated on the test data to produce a final test performance score.
For each of the 14 problems, we perform 100 independent runs with
identical input datasets. Table 3 reports test results for TPG-CM
alongside 3 GP frameworks evaluated in [2].

Of the four algorithms compared in Table 3, TPG-CM achieved
the best test score in 9 out of 14 symbolic regression benchmarks.
EGGPHGT [2] achieved the best score in 4 benchmarks, while GP
[22] was the best in 1 benchmark. This evaluation represents a
positive proof-of-concept for the continuous-output component
in TPG-CM. A detailed comparative analysis of TPG-CM under
symbolic regression is left to future work. For example, in the most
general sense, the complexity of a GP system can be characterized
by counting the number of program instructions that are executed

Table 3: Results for symbolic regression problems. Values
indicate median fitness (MSE) on test data. Results for
EGGPHGT ,GP , andCGP are from [2]. The lowest (best) result
across all algorithms is highlighted in bold.

F EGGPHGT GP CGP TPG-CM

F1 2.47E-3 5.77E-3 6.74E-3 2.20E-3
F2 5.94E6 1.28E7 1.73E7 3.81E6
F3 7.22E-3 1.04E-2 1.48E-2 5.10E-3
F4 2.58E13 3.55E13 2.58E13 8.72E15
F5 6.90E-1 5.13E0 7.17E0 4.12E0
F6 4.46E0 2.61E0 9.28E0 9.02E1
F7 1.51E2 4.20E2 5.76E2 1.35E2
F8 2.19E-2 1.09E-1 4.49E-2 1.74E-2
F9 1.57E2 1.46E2 1.71E2 1.19E1
F10 7.69E-2 3.22E-1 1.66E-1 4.13E-2
F11 1.59E1 3.88E1 4.96E1 1.49E1
F12 6.83E2 1.25E3 7.08E2 1.06E3
F18 3.69E-1 4.13E4 1.20E2 3.38E4
F21 1.07E0 1.07E0 1.07E0 1.06E+0

per prediction by a model under test. It is possible that the model
complexity of TPG-CM is significantly greater than the compared
methods, however, this data was not reported for the algorithms
listed in Table 3. As such, we provide a detailed discussion of the
complexity of TPG-CM in the context of time series forecasting in
Section 3.2.

3.2 Time Series Forecasting
Here we evaluate TPG-CM in 3 challenging time series forecasting
benchmarks; Sunspots [28], Mackey-Glass [18], and Laser [8]. The
Sunspots and Laser datasets are obtained from real-world record-
ings, while Mackey-Glass is a chaotic series generated from a pa-
rameterized equation. Our methodology and dataset preparation
matches that in [29]. All 3 time series datasets are univariate and
contain 1100 samples normalized to the interval [0, 1].

3.2.1 Methodology. The goal of time series forecasting is to
predict (unseen) future values based on previously observed values.
To do so, the model is fed individual samples in order from series
x() and, given sample x(t), must predict the value of x(t + 1). Note
that unlike many times series forecasting methods, we do not pack
a sequence of previous values into a single autoregressive state
representation to present to the prediction model. For example, it is
common to define an embedding dimension D and a time delay T in
order to pre-define a slidingwindow of prior observations to present
to the model at each timestep. If D = 4 and T = 3, input to the
model at time t would be [x(t),x(t −3),x(t −6),x(t −9)]. Assuming
the nature of a time series is known a priori, then D and T can be
estimated such that models with no temporal memory or recursive
structure can still make accurate predictions. In this work, program
graphs observe one sample at a time and therefore rely entirely on
temporal memory to store previously observed values, which are
retained in memory as long as necessary and selectively recalled
to extrapolate future values. Due to the fact that models may only
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observe one sample at a time with no autoregressive state, they
must be primed with a series of samples before future predictions
can be made. In this work, models are primed with 50 samples. Thus,
before predictions begin at x(t), the model is executed for each input
sample in series x(t − 50),x(t − 49), ...,x(t − 1) and output values
from the model are ignored. When priming is complete, recursive
forecasting is used to predict future values. That is, after x(t − 1),
samples from x() are no longer used as input. Instead, the model’s
output values, or predictions, are fed back as input to predict future
values. For example, the model’s output for x(t) becomes its input
at t + 1, and so on. Recursive forecasting allows predictions to
any horizon. In this work, program graphs will be evaluated on
forecasting up to a horizon of 100 samples.

The fitness function measures how well solutions recursively
predict the next fifty samples from t50, t100, ..., t950. Thus, solution
fitness is the MSE over 950 predictions in total. A validation proce-
dure measures how well each solution recursively forecasts beyond
the horizon used during training. Specifically, models are used to
predict the next 100 samples starting from t100, t200, ...t900. MSE
over the last 50 predictions from each validation set (a total of 450
predictions) is used as the validation score. To obtain a final test
score, the program graph with the best validation score is used to
predict the next 100 samples from t1000 (i.e, themodel is primedwith
samples x(t950, ..., t999). 50 independent runs are performed in par-
allel. As with the symbolic regression study in Section 3.1, our first
research objective is to check if TPG-CM can match state-of-the-art
approaches to time series forecasting. Thus, each evolutionary run
continues until either 1) the median validation MSE over all 50 runs
matches or exceeds the best test MSE reported in [29]; or 2) the run
reaches a wall-clock compute budget of 12 hours.

3.2.2 Test Results. Table 4 reports mean test scores for TPG-CM
along with 3 algorithms from [29]. The compared algorithms are
Autoregressive Integrated Moving Average (ARIMA), Recurrent
Cartesian Genetic Programming (RCGP) and Recurrent Cartesian
Genetic Programming of Artificial Neural Networks (RCGPANN).
ARIMA is a standard forecasting algorithm based on statistical
methods, while RCGP and RCGPANN both use GP to build pre-
diction models with recurrent structure, making them suitable for
tasks with partial observability or explicitly temporal properties
such as time series forecasting. TPG-CM was able to match or ex-
ceed the performance of all compared methods in each of the 3
time series benchmarks. The single best program graph for each
benchmark (max score in Table 4) was discovered by generation
9280 (Laser) , 3820 (Mackey-Glass), and 7740 (Sunspots). As in the
symbolic regression study, this comparison represents a positive
proof-of-concept for the continuous-output and temporal memory
mechanisms of TPG-CM, and no further comparative analysis is
made in this study.

Figures 2, 3, and 4 show the behaviour of TPG-CM program
graphs during the test phase for each times series benchmark. Note
that recursive forecasting implies that all test forecasts (“Prediction”
in Figures 2(a), 3(a), and 4(a)) are produced without observing any
of the 100 test points (“Target” in Figures 2(a), 3(a), and 4(a)). That
is, once the model is primed (Section 3.2.1), all 100 predictions are
generated entirely by feeding the model’s output at ti back to its
input at ti+1. This feedback signal, along with the content of stateful

Table 4: Results for time series forecasting benchmarks. Val-
ues indicate mean fitness (MSE) on test data. Results for
ARIMA, RCGP, and RCGPANN are from [29]. The lowest
(best) result across all algorithms is highlighted in bold.

Method Laser Mackey-Glass Sunspots
mean, best mean, best mean, best

ARIMA 0.0341 0.0715 0.0350
RCGP 0.0258, 0.0044 0.0645, 0.0257 1.20e+30, 0.012
RCGPANN 0.0215, 0.0164 0.0476, 0.0332 0.025, 0.0049
TPG-CM 0.0181, 0.0127 0.0459, 0.0144 0.0182, 0.0038
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Figure 2: TPG-CM test behaviour for the Laser benchmark.
X-axis in all plots indicates timesteps. See Sections 3.2.2 and
3.2.3 for details.

memory registers at ti+1, is used to generate a prediction for ti+2,
and so on.

Since program graphs are not provided with an autoregressive
state, each program graph must define a mechanism for encod-
ing previous observations within stateful memory registers, and
recalling or resetting/overwriting these memories as required. Es-
sentially, each program graph defines an embedding dimension
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Figure 3: TPG-CM test behaviour for the Mackey-Glass
benchmark. X-axis in all plots indicates timesteps. See Sec-
tions 3.2.2 and 3.2.3 for details.

that is adapted to the characteristics of the particular time series
observed during training. Recall from Section 2 that each execution
requires traversing one path through the program graph, where
each team along the path will read/write to a unique set of stateful
memory registers. As the active path changes over time, the solu-
tion’s embedding dimension also becomes dynamic. In particular,
the “age” of memories accessed at any point in time effectively
defines a memory window that fluctuates in width over time. The
time point at which stateful memory registers are reset or left to
accumulate is selected based on the current input as well as the
content of stateful memory. Figures 2(b), 3(b), and 4(b) depict the
width of these dynamic memory windows at each timestep during
test. The memory windows for time t1 to t100 are stacked vertically
along the Y-axis. Each horizontal line depicts the window width
from the newest memory accessed at time t (right-hand-side) to the
oldest memory accessed at time t (left-hand-side). Notice how the
TPG-CM champion for each time series exhibits a unique pattern of
dynamic memory access. For example, the program graph for the
Laser benchmark accumulates and overwrites memory registers at
a frequency that clearly reflects the frequency of the target data
(compare Figure 2(b) and 2(a)). A similar correlation between the
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Figure 4: TPG-CM test behaviour for the Sunspots bench-
mark. X-axis in all plots indicates timesteps. See Sections
3.2.2 and 3.2.3 for details.
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Figure 5: Champion program graphs evolved for each time
series benchmark. Each node represents one team of pro-
grams. See Section 2 for details.

frequency of dynamic memory access and the frequency of target
data can be seen for the other benchmarks. Related studies have
evolved “observation windows” in time series forecasting, but still
required human intuition in order to parameterize the window
behaviour [31]. By contrast, our approach is entirely emergent.

3.2.3 Model Complexity. Figure 5 shows the champion program
graphs for each time series benchmark. Each node in the graph
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represents one team of programs. Every execution of the program
graph begins at the root node and follows one path, which may
terminate at any node. Furthermore, each team executes a unique
subset of programs, each with a variable length list of instructions.
Since the path of execution is dynamically selected, the computa-
tional complexity of program graph execution is also a dynamic
property. Subplots (c) and (d) in Figures 2, 3, and 4 show the runtime
complexity for the champion program graph from each time series
benchmark. For example, Figure 2(c) indicates that the champion
program graph for the Laser benchmark switches between execut-
ing 4, 2, and 1 team per prediction at a frequency that correlates
with the target data and dynamic memory window in Figures 2(a)
and 2(b). The rate of path switching is also evident in the number
of instructions executed. For example, the predictions that involve
4 teams result in the execution of roughly 4000 instructions (See
Figure 2(d)). This can be correlated with the program graph for
the Laser benchmark, Figure 5(a), which has two paths that would
result in executing 4 teams. Note that there is a slight difference in
the number of instructions executed for some of the 4-team graph
traversals during test (Compare Figures 2(c) and 2(d)). This implies
that both 4-team paths are used during test.

Dynamic runtime complexity improves the efficiency of model
deployment when averaged over many timesteps. This is especially
significant as complex (temporal) problems call for increasingly
complex models. Note, for example, that the maximum runtime
complexity of these program graphs is significantly greater than
the complexity of program graphs evolved in visual RL benchmarks,
which typically required fewer than 2000 instructions per execu-
tion, eg. [13, 14]. However, the policies evolved for visual RL had
no temporal memory capability. The shared memory mechanism
proposed in this work (Section 2) introduces memory-programs,
which come with added computational cost. In particular, an effec-
tive instruction in a path-program is any instruction that effects
the final value in the edge weight output register, or Rp [0] (See
Algorithm 1). However, in memory-programs, instructions that
effect the final value of any shared register position in Rs are effec-
tive. Thus, memory-programs typically have a larger proportion
of effective code. As a result, memory sharing incurs a significant
computational cost relative to programs without shared memory,
since fewer ineffective instructions, or introns, can be removed
prior to program execution.

4 CONCLUSIONS AND FUTUREWORK
TPG has been extended to support continuous output and a modu-
lar temporal memory mechanism. We validate the new algorithm,
TPG-CM, in a suite of symbolic regression and time series fore-
casting benchmarks, which represent a broad class of problems for
which previous versions of TPG were not applicable. We show that
TPG-CM can match the solution quality of current state-of-the-art
methods in both domains. In the case of time series forecasting, we
emphasize that no prior models of a data stream are necessary since
solutions are adapted entirely through environmental interaction.

Future work will provide a more detailed comparative analysis
of TPG-CM with state-of-the-art methods in regression and time
series prediction benchmarks, and address real-world applications

of function regression with large input spaces (e.g. genomic pre-
diction [33]). We are also interested to know how the dynamic
properties of TPG-CM will behave in explicitly non-stationary time
series environments [1, 31] and dynamic memory tasks in which
the input distribution changes significantly from training to test
environments [6]. Another open question is how TPG-CM will
operate in continuous-action RL (e.g. [24]). Furthermore, it might
be possible to support discrete actions and continuous actions si-
multaneously, as is required in challenging RL benchmarks such
as RoboCup Soccer [5]. Finally, given that compositional evolution
of program graphs has previously shown promise in multi-task
reinforcement learning scenarios [13], the added temporal memory
mechanism in TPG-CM might provide further benefit under multi-
task time series prediction, where the goal is to build a single model
capable of forecasting multiple independent data streams [35]. In
short, this work significantly broadens the scope of our existing
methods and opens a breadth of future research opportunities.
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