
Chapter 31
Evolving SNP Panels for Genomic Prediction

Ian Whalen, Wolfgang Banzhaf, Hawlader A. Al Mamun and Cedric Gondro

Abstract The use of genetic variation (DNA markers) has become widespread for
prediction of genetic merit in animal and plant breeding and it is gaining momentum
as a prognostic tool for propensity to disease in human medicine. Although concep-
tually straightforward, genomic prediction is a very challenging problem. Genotyp-
ing organisms and recording phenotypic traits are time consuming and expensive.
Resultant datasets often have many more features (markers) than samples (organ-
isms). Therefore, models attempting to estimate the effects of markers often suffer
from overfitting due to the curse of dimensionality. Feature selection is desirable in
this setting to remove markers that do not appreciably affect the trait being predicted
and amount to statistical noise. We present a differential evolution system for feature
selection in genomic prediction problems and demonstrate its performance on sim-
ulated data. Code is available at: https://github.com/ianwhale/tblup.
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31.1 Introduction

The use of DNA markers for prediction of genetic merit has become widespread
in plant and animal breeding and is gaining momentum as a prognostic tool for
susceptibility to disease in human medicine. Meuwissen, Hayes, and Goddard [39]
introduced the idea of using a very large number of genotypic markers to predict
phenotypes. This process is known as genomic prediction and tasks a system with
estimating the joint effects of thousands of markers, usually single nucleotide poly-
morphisms (SNP) on a trait. For agricultural applications, these estimated SNP ef-
fects are then used to predict phenotypes or breeding values for new individuals that
do not have trait information but do have genotype (marker) information. Over the
past ten years, genomic prediction has been widely adopted in genomic selection
[21] in agriculture [?, 36] and in human studies [1]. Hayes, Bowman, Chamber-
lain, and Goddard [27] emphasize its value, touting genomic selection as the most
significant advancement for the dairy industry in the last two decades.

Although conceptually straightforward, genomic prediction is a very challenging
problem. Genotyping and trait recording are costly and time demanding exercises;
the result is that most genomic datasets will have hundreds of thousands or even mil-
lions of markers for which effects need to be simultaneously estimated from usually
only a few thousand phenotyped individuals. This means that the datasets are un-
derdetermined (also known as the p � n problem) and suffer from overfitting due
to the curse of dimensionality. In effect, genomic prediction can be treated as a high
dimensionality, sparse data problem and, consequently, suffers from the same issues
as other problems in this domain. Most notably being that the prediction models
derived by statistical inference are sub-optimal since the accuracy of the parameter
estimates (marker effects) rapidly decays as the number of features that needs to be
estimated increases. The accuracy of prediction is also conditional on the genetic
architecture of the traits – the interplay between genotypes and phenotypes is com-
plex and varies widely from trait to trait; e.g. highly heritable traits regulated by a
few genes of large effect are easier to predict than traits regulated by many genes
with small effects and with a low heritability [28]. Moreover, there are still various
other factors that will also influence the accuracy of prediction such as marker den-
sity (if the data is not at full sequence resolution), the effective population size (Ne),
measures of linkage disequilibrium and family relationships [9, 20, 54], population
stratification [40], sample size, reliability of phenotypes [19], and the methodology
used to estimate marker effects [9].

For these reasons, genomic datasets are prime candidates for feature selec-
tion techniques. However, popular methods for genomic feature selection are of-
ten statistically-based; e.g. genome wide association studies (GWAS) which aim to
identify, in the case of sequence data, the causal variants of a given trait or, when
SNP arrays are used, the markers that are in high linkage disequilibrium with the
causal variants [29, 52]. These approaches are limited to local searches of the fea-
ture space since they are conditioned on the supporting statistical evidence. On the
other end of the spectrum, all markers are simultaneously used for prediction irre-
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spective of them having or not a functional role on the trait – this is the main method
currently adopted for genomic prediction.

Even though quantitative traits are largely polygenic with hundreds or thousands
of variants influencing a trait, it still stands to reason that not every single genetic
variant across the genome will have a real effect on every single trait. This suggests
that current methods lead to sub-optimal accuracy of genomic prediction, especially
with sequence data, due to background noise introduced by the large number of
spurious non-causative variants included in the prediction models. Under this ratio-
nale, we suggest that better prediction models are attainable by using only subsets
of markers that are truly informative of a given trait. In this paper we suggest that
genomic prediction should be treated as a feature selection problem and that it is
amenable to non-statistical methods since they are potentially better at performing
global searches of the feature space. Herein we discuss a non-statistical approach for
genomic prediction through the use of an evolutionary computation (EC) technique
called differential evolution (DE) [49] and compare its performance to mainstream
methods.

31.2 Previous Work

31.2.1 Genomic Prediction

Genomic prediction is the process of using a large number of genetic markers to pre-
dict phenotypic traits [39]. There are two main approaches used to estimate marker
effects. The first approximates a traditional infinitesimal model that assumes all
markers—usually single nucleotide polymorphisms (SNP)—contribute a non-zero
value to the genetic variance and that SNP effects are normally distributed. The sec-
ond approach is based on nonlinear methods that emphasize certain genomic regions
and allow marker effects to come from distributions other than a Gaussian.

Linear methods like ridge regression best linear unbiased prediction (RRBLUP)
[53] and genomic best linear unbiased prediction (GBLUP) [25, 51] follow the as-
sumption that all markers have some nonzero, normally distributed effect1. Such
methods are well-studied and have been applied across many domains [50, 56]. We
point out that all linear methods like the ones mentioned share a common flaw. As-
suming that all markers contribute a nonzero effect leads to loci that do not affect
the output being assigned an effect value. This amounts to the linear model fitting to
statistical noise, which will be detrimental to performance. Thus, feature selection
is desirable in order to remove these non-informative marker sites.

The non-linear methods for genomic prediction include Bayes A, Bayes B [39],
Bayes C [26], Bayesian Lasso [11], and Bayes R [15]. These methods mainly differ
in their assumptions about what distributions the marker effects should follow. Even
though a large proportion of the variants might be allocated to a distribution with

1 These methods are equivalent [24].
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very small to zero effects, these methods will still assign a nonzero posterior density
to most variants. Hence the number of variants to be used for prediction is still very
large and, in the same manner as the linear methods, the Bayesian methods also
have limited discrimination between markers with and without an actual effect.

Which of these methods performs better depends on the underlying genetic ar-
chitecture of the trait, e.g. Bayesian methods tend to outperform BLUP approaches
when the trait is less polygenic. In practice, differences in prediction accuracy be-
tween methods have been generally very small. While these methods have well
characterized statistical properties they are constrained by the underlying model
assumptions and, given the dimensionality of the solution space, even very small
estimates of effects in non-informative markers will, collectively, reduce prediction
accuracy. This is an increasing problem with the increasing number of genetic vari-
ants to predict from.

31.2.2 Feature Selection

Feature selection is a subdiscipline of a larger class of techniques known as dimen-
sionality reduction, a well studied problem in machine learning. Feature selection
seeks to retain a subset of the original set of features, rather than transform them
in some way. This can be preferable to feature transformation—which constructs
some function of all input features—since it is interpretable and can lead to deeper
understanding about what markers affect a trait most significantly. Genomic data
often has the pervasive quality of orders of magnitude more features than samples
(p � n problem), making it a natural candidate for dimensionality reduction. How-
ever, work has been relatively limited to statistical filtering [47]. Here, we present
relevant filter and wrapper methods.

Filter methods are often used as a preprocessing step in machine learning prob-
lems, functioning independently of any actual modeling. Features are selected based
on some statistical relationship with the predicted output and possibly other features.
Such examples are univariate correlation significance values or redundancy [7, 43].
Filter methods work by suppressing the least interesting variables, leaving the more
promising variables to be used to learn a predictive model. Filter methods tend to be
quite computationally efficient and are robust to overfitting, making them a popular
choice for genomic classification [3, 8, 12]. To a large extent a genome-wide asso-
ciation study can be viewed as a filtering method – in its simplest form, a GWAS is
just a univariate correlation on each SNP that calls attention to significant markers
in the genome and is a standard technique to identify genomic regions of interest for
a trait [29, 52].

Wrapper methods are of particular interest here because they include EC. These
methods iteratively update a feature subset over time, preferring those that perform
better according to some measure. Classically, EC is an effective population-based
heuristic search inspired by biological principles [14]. Evolutionary computation in-
cludes a diverse catalog of methods like genetic algorithms (GAs) [31, 22], genetic
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programming [35, 4], evolutionary strategies [46, 48], and ant colony optimization
[13]. Storn and Price [49] introduced DE as a greedier alternative to genetic algo-
rithms and evolutionary strategies. There are common themes throughout all EC
methods. A group of individuals that each represent a solution to some problem
have a fitness assigned to them based on an objective function. In general, EC has
the luxury of being able to use almost any objective function—non-differentiable
or otherwise—due to its gradient-free nature. Individuals then combine—or share
information—with each other. Those with more desirable fitness values are selected
to remain in the population and guide a search toward the global optimum.

Feature selection with EC has been applied to a variety of domains problems.
Raymer et al. demonstrated the efficacy of dimensionality reduction with a GA on a
protein water-binding site identification problem, showing better performance than
sequential feature selection methods [45]. Firpi and Goodman showed in [17] that
particle swarm optimization can also produce similar results to a GA in multiple
applications. Luque-Baena, et al. [37] showed that a simple GA could outperform
the state of the art on a cancer pathway identification and classification task. Fur-
thermore, it was shown in [38] that a GA outperforms simple sequential feature
selection methods. Feature subsets discovered in [38] were also deemed more bi-
ologically relevant, potentially furthering the understanding about the traits being
predicted.

Feature selection using DE is relatively new, with first successes being shown
in 2008 [33]. In that work, DE was shown to outperform other wrapper methods
like particle swarm optimization and genetic algorithms in an electroencephalogram
classification task. The method presented here is the technique in [2, 16]. Both works
deal with using DE to do feature selection in cattle applications. The original appli-
cations performed well compared with random search in [16] and GBLUP in [2].
We further contribute here by the addition of methods to control overfitting.

31.3 Methods

31.3.1 Differential Evolution

Differential evolution is a real-valued optimization technique originally introduced
by Storn and Price [49]. The strategy for DE introduced here is the original imple-
mentation. See Algorithm 1 for an overview which is abstracted into four main parts:
evaluation, mutation, crossover, and selection. We present the relevant descriptions
of each of these operations here.

The foundation of DE is a population of n candidate solutions, all of which are
vectors in Rd , where d is the dimensionality of the given problem. Each solution,
Xi =

⇥
x1,i, . . . ,xd,i

⇤
has an associated fitness, which is some performance metric to

be maximized. At the beginning of the search, each vector is randomly initialized
according to a uniform random distribution, so that 0  x j,i < 1,8 j.
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Evaluation

The least complex operation in DE is evaluation. Evaluation simply assigns each
vector in the population a fitness based on an objective function. See Section 31.3.2
for specifics on how a feature subset is extracted from a real vector and assigned a
fitness.

Mutation

As noted, we use the original mutation rule presented in [49]. Known as DE/rand/1,
the rule uses a mutation factor hyperparameter F > 0. A donor vector, Vi, is created
for each vector in the population, Xi, according to the following equation

Vi = Xa +F · (Xb �Xc) . (31.1)

Where a, b, c are unique random integers from 1 to population size n2.

Crossover

Also known as parameter mixing, crossover combines information across solutions.
Again, we use the method in [49] known as uniform—or binomial—crossover. For
each index j in Xi and Vi, the following is applied to create trial vector Ui

u j,i =

(
v j,i if rand[0,1) < Cr or j = jrand

x j,i otherwise.
(31.2)

Here, Cr 2 [0,1] is the crossover rate hyperparameter, rand[0,1) is a uniform random
number in the half-open range [0,1), and jrand is a uniform random integer from
[1,d] that is generated once per generation for each solution in the population. The
purpose of jrand is to ensure at least one index is crossed-over with the donor vector
for each vector in the population.

Selection

The standard selection operator at each generation is a simple tournament selection
between Xi and Ui. If the fitness of Ui is greater than the fitness of Xi, it replaces Xi
and continues on to the next generation in the ith index of the population.

Note that more recent methods combine DE with other heuristics [6, 34] or use
more sophisticated update rules [32, 44]. However, we prefer the original imple-

2 Storn and Price originally named this update rule as a mutation [49]. For algorithms like GAs
and genetic programming, a mutation carries out changes on a single individual in the population—
rather than the multiple shown in Equation 31.1.
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Algorithm 1 Differential Evolution
Input: Population size n, dimensionality d, generations g
Output: Solution Pbest

1: P = {Xi|Xi 2 [0,1)d ,1  i  n}
2: evaluate(P)
3: for 1 to g do
4: P0 = {}
5: for i = 1 to n do
6: Vi = mutate(Xi)
7: Ui = crossover(Vi, Xi)
8: P0 = P0 [{Ui}
9: end for

10: evaluate(P0)
11: P = selection(P, P0)
12: end for
13: return Pbest

mentation for its generality and success across a variety of domains as noted in
[10].

31.3.2 Random Keys

Differential evolution in its standard form is a real valued optimization technique.
Therefore, some accommodation must be made to obtain indices of a feature subset
from a vector of real numbers. Here, we use a technique called random keys [5].
The random key technique is well known in EC due to its use in combinatorial
optimization tasks such as scheduling [41]. Random keys represent solutions to a
combinatorial problem as a real valued vector that is somehow decoded to produce
a solution that is always valid in the objective space. This is in contrast to traditional
binary encoding that—when acted on by operators like mutation and crossover—
may no longer be a valid solution (e.g., a solution selects more than the desired
number of features after crossover).

We demonstrate the random key decoding process used for feature selection with
an example. Consider a scenario with a five dimensional data set. Each solution in
the DE population is then a vector in R5. The vector

[0.08,0.53,0.91,0.34,0.18].

decodes to the feature ordering

[3,2,4,5,1].
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The feature ordering is obtained by finding indices of the original solution vector in
sorted order. More explicitly, observe that 0.91 is at index 3 in the example. Hence,
3 is the first value of the decoding since 0.91 is the largest value in the vector, and
so on. If the task was to select two features from the original five, the features at
indices 3 and 2 would be selected. Therefore, over time, the DE search will tend
to increase the values in the solution vector at indices that tend to increase fitness.
A fitness function is then applied to the obtained feature subset. In our case, this is
the absolute value of Pearson’s correlation between predicted and true phenotypes
using RRBLUP [53].

31.3.3 Self-adaptive Differential Evolution

The above description of DE leaves out discussion on tuning the associated hy-
perparameters F,Cr, and Np. These values often have a dramatic influence on the
convergence of DE [32, 44]. As a result, some effort has gone into alleviating the
choice of F and Cr through self-adaptive methods that “learn” these values through-
out the course of a DE experiment. In the method presented below, this is done by
observing which particular settings create trial vectors that successfully enter the
next population.

Qin and Suganthan present Self-adaptive Differential Evolution (SaDE) in [44]
as a way to learn not only the F and Cr parameters, but which mutation method to
use as well. For each individual, a donor vector has probability p of being created
with DE/rand/1 and probability 1 � p of being created with DE/current-to-best/1.
Where p is initialized to be 0.5 and updated by calculating

p =
ns1 · (ns2 +n f2)

ns1 · (ns2 +n f2)+ns2 · (ns1 +n f1)
. (31.3)

Where ns1 and n f1 are the number of trial vectors that were produced with donor
vectors from DE/rand/1 that entered the next population (a success) and the number
that did not (a failure), respectively. The values ns2 and n f2 have the same definition,
but count the number of successes and failures for DE/current-to-best/1. Finally,
the first 50 generations of the search do not update p to allow some time for the
algorithm to stabilize and learn meaningful success and failure rates [44].

Values of F and Cr are newly generated for each individual solution vector at
each generation. F is not learned using any particular scheme in SaDE, and is simply
randomly sampled from the normal distribution N (0.5,0.32), then clipped to fall in
the range (0,2]. The authors state that Cr is much more important to the performance
of DE and chose to adjust it based on the trajectory of the search [44]. To do so, a Cr
is sampled for each index in the population every 5 generations from N (Crm,0.12).
Then, similarly to the mutation strategy, every 25 generations, Crm is recalculated
based on the values of Cr that successfully produced trial vectors that entered the
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next population. This method has proved successful on many test problems, so it
will be applied here as well.

31.3.4 Seeded Initial Population

In order to incorporate domain knowledge, the results of a GWAS can be included in
the initial DE population. Through seeding, the indices corresponding to the s most
significant SNPs are marked with a value of 1 in some vector in the population.
Since all solution vectors are initialized in the range [0,1), these indices will form
the subset for that particular vector. Due to the greedy nature of DE, the search will
never reach a fitness value that is worse than the seeded initial vector.

31.3.5 Heritability Thresholding

The concept of heritability is well known to geneticists studying genomic prediction.
At a high level, heritability3 is the proportion of variance in a phenotype that can
be explained only by effects in the genotype. Heritability, h2 is quite useful since it
can be used to define h (i.e.,

p
h2), which is the theoretical limit on prediction for

a genomic prediction task. In practice, heritability can be estimated for a trait by
analyzing the behavior of a trait through familial lines using a restricted maximum
likelihood technique [18, 42].

Reaching values equal to or greater than h means the search has begun to overfit
to the validation set since it has gone above the highest possible accuracy. The pecu-
liarity of h should be emphasized. It is quite uncommon for any predictive modeling
problem to have a hard threshold for performance. Usually a practitioner shoots
for some value that is as high as possible. The method explored here is an initial
look into using this value for preventing overfitting in search based feature subset
selection.

A rudimentary method is to simply stop the search when some statistic of the
population reaches h(1+a) for some small a 2 (�1,1). Where these possible mea-
sures could be the maximum, minimum, median, or mean fitness of the population.
This method is based on the fact that we can treat h as a hard threshold and the idea
that it could be better to simply stop searching rather than continue a search that is
already known to be overfit to the validation set.

3 For this discussion, heritability is limited to “narrow-sense” heritability which is captured by
additive affects of alleles in a genotype [23].
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31.4 Data

31.4.1 Simulation

To demonstrate the performance of DE, simulated data is favorable to control
the complexities introduced in genomic data. Specifically, the number of QTL,
desired trait heritability, h2

in, and absence of epistatic effects are controlled for
through the following process. For this study, h2

in = 0.4 Using the genotype matrix
X 2 {0,1,2}n⇥d , q columns are uniformly chosen the QTL. Let b ⇤ = [b1, . . . ,bq]T

be the true, simulated QTL effects. For this study q = 100. First, bi ⇠ N (0,1), 8i.
Then, b ⇤ is adjusted by calculating the variance of each allele. For diploid organ-
isms, there are three genotypes: heterozygous (AB) and homozygous (AA, BB). To
determine the genetic variance, we calculate the rate that each genotype occurs (i.e.
total occurrences of a particular genotype divided by total number of sample in X ).
Then the genotypic variance is simply the variance of these three values, namely VG.
The true genetic values are then calculated by

tg =
Xqb ⇤

VGh2
intv

, (31.4)

where Xq 2 {0,1,2}n⇥q is the matrix consisting of the q columns that were chosen
to be QTL, tv is the desired output trait variance, and the division corresponds to an
element-wise division of Xqb ⇤ 2 Rn. Here, tv = 40. The vector tg is then centered
at zero by subtracting its mean. Finally, to calculate the actual phenotypes, y, “envi-
ronmental” noise is added to tg. This is done by calculating y = tg + e . To calculate
e , e = [e1, . . . ,eq] , ei ⇠ N (0,

⇥
tv(1�h2

in)
⇤2

) is first sampled, then

e = e ·

s
(1�h2

in)tv
var(e)

. (31.5)

When estimated, the heritability of the simulated trait will be approximately equal
to the desired heritability, h2

in. See Figure 31.1 for a Manhattan plot describing the
results of the simulation using the genotypes of 7539 sheep with 48,588 SNPs.

31.4.2 Splitting

Data splitting is an important part of wrapper based feature selection as it can con-
trol some overfitting a method displays. Here, the data is split into three groups.
First, a testing set is removed from the data that will not be used in any way during
the search. This will serve as external validation for the DE search process to re-
port results. Then, with the remaining data a few choices can be made. The simplest
method uses no cross-validation and splits the data again into training and valida-
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Fig. 31.1: A Manhattan plot describing the results of a GWAS on simulated data. Higher values
indicate SNPs with more significant effects. Black triangles mark the randomly
distributed true QTL in the simulation. The dotted line shows the Bonferroni corrected
significance threshold 0.05/48588.

tion. The training set is then used to train the BLUP model in the fitness evaluation
and the validation set is used to obtain the prediction accuracy. However, since the
DE search assigned fitness based on the same validation set for the entire experi-
ment, it is likely that the search will overfit to the validation set. In practice, we used
a 64%/16%/20% train/validation/test split.

To combat this, three cross-validation schemes are proposed: (1) intergenera-
tional cross-validation which does k-fold cross-validation over the course of the
search, changing the validation set at each generation. More concretely, at gener-
ation gi, validation set k modgi will be used to calculate prediction accuracy, and
the data is used as training. (2) Intragenerational cross-validation performs k-fold
cross-validation at every fitness evaluation. This method increases the computation
time required by a factor of k. But, intuitively, may provide a more reliable fitness
value. (3) Monte Carlo cross-validation uniformly samples a random subset of the
data to be used as validation. The intuition behind this method is to drive the search
through obtaining solutions that better generalize across the entire validation set.
For the k-fold methods used in the following experiments, k = 5.

31.5 Results

The evolutionary parameters used for the results presented below are presented in
Table 31.1. A fixed subset size of 1000 was used in these experiments, though more
sophisticated methods can be used to choose (or even search) this value. Differential
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Table 31.1: A table of evolutionary parameters used for the DE search.

Parameter (symbol) Value

Generations (g) 5000
Population Size (Np) 50
Crossover Rate (Cr) 0.8
Mutation Factor (F) 0.5

Replicates 10
Subset Size 1000

evolution without any additional features to improve performance will be referred
to as vanilla DE where there is ambiguity.

31.5.1 Baseline

As a baseline, vanilla DE will be compared to two common genomic prediction
methods using the entire genome: (1) GBLUP; a functionally equivalent method to
SNPBLUP. (2) BayesR; this is considered the state-of-the-art method for these ex-
eperiments. The BayesR experiments use 50,000 iterations with a burn-in of 20,000.
In addition to these methods, random search is also presented using 500 uniformly
sampled subsets of size 1000 that are evaluated with SNPBLUP.

See Figure 31.2 for the results of this baseline study. It is clear that DE alone
on this problem was not enough to be competitive with the state of the art method.
However, there is something to be said for the comparison against GBLUP. GBLUP
is essentially the fitness function for DE, which shows that the same accuracy was
obtained using 50⇥ less markers. As expected, random search provides much worse
solutions than any other baseline methods, showing that DE is accomplishing some-
thing. Now that this baseline has been established, the goal is to reduce the gap
between DE and BayesR.

31.5.2 Controlling Overfitting

As evidence of overfitting, consider Figure 31.2(b), the fitness convergence plot for
ten replicates of vanilla DE. As was discussed in Section 31.3.5, there is a theoret-
ical maximum on performance for genomic prediction tasks. The convergence plot
shows that the validation accuracy in the baseline experiment exceeded h ⇡ 0.63.
This suggests that the feature subsets selected after this point were overfit to the
fixed validation set—which may have led to the underperforming testing results in
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Fig. 31.2: (a) Boxplots comparing the vanilla DE experiment to the various baseline methods. The
random search results were obtained by evaluating 500 uniformly sampled feature
subsets. (b) Convergence plot for the maximum fitness at each generation for all 10
replicates in the vanilla DE experiment.
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Fig. 31.3: (a) Plots of testing accuracy for each statistic used with a given a in the heritability
threshold formula h(1+a). Error bars show standard deviation. (b) Boxplots
comparing the different cross-validation strategies.

Figure 31.2(a). This is a well known problem in wrapper method feature selection
[47].

To remedy this, two preventative measures are proposed. First, the heritability
thresholding discussed in Section 31.3.5 will be carried out for varying values of
a in the formula h(1 + a). More concretely, when some statistic of the population
reaches h(1 + a) the search will be stopped. Second, the cross-validation schemes
discussed in Section 31.4.2 will be carried out as well.

The results of the thresholding experiments are presented in Figure 31.3(a). The
plot shows the thresholding experiment for a 2 {�0.2,�0.1,0,0.1,0.2}. The statis-
tics of the population used to compare to h(1 + a) were the minimum, maximum,
mean, and median validation accuracy. It is clear that there was no significant dif-
ference between any one statistic used. However, nonnegative a values showed a
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Fig. 31.4: (a) Boxplots comparing the DE with no overfitting control, the a = 0 using minimum
fitness heritability threshold experiment, and DE with Monte Carlo cross-validation. (b)
The convergence plot of the 10 DE with Monte Carlo cross-validation experiments.

decline in testing accuracy as a increased. This means that as validation accuracy
increased past the value of h, testing accuracy decreased. There was no real trend in
negative values of a .

Figure 31.3(b) shows the results of the cross-validation experiments. There was
no significant difference between intergenerational and intragenerational cross-
validation. However, Monte Carlo showed a significant improvement over both
strategies. Some indication as to why this may have occurred is shown in Figure
31.4(b). The convergence graph for the Monte Carlo DE search shows it never reach-
ing h = 0.63. Figure 31.4(a) shows the comparison of this method to the threshold-
ing method with a = 0. It is clear that some method to control overfitting increases
testing performance over vanilla DE, however, Monte Carlo search likely has an
advantage since it controls overfitting while continuing to search.

31.5.3 Improving Performance

The two methods proposed to improve performance are seeding the initial popu-
lation (see Section 31.3.4) and self-adaptive DE (see Section 31.3.3). The first is
intended to start the search out at a good performance using the results of a GWAS.
The self-adaptive method is intended to simply boost performance through better
convergence properties and to askewing the need for a stringent parameter sweep
on Cr and F . In addition, these methods were combined and tested for efficacy.

Figure 31.5 shows the results of the combination experiments. Using seeding
does not provide a significant boost in performance compared with vanilla DE. In-
tuitively, using seeding without an overfitting control mechanism simply leads to
a search that converges quickly to an overfit solution. Hence, the results shown in
Figure 31.5 do not show a significant difference from the unseeded experiment.
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Fig. 31.5: Boxplots comparing the combination experiments and the BayesR results.

Similarly, the self-adaptive method shows a nominal improvement over vanilla
DE. Once Monte Carlo cross-validation is applied to the more sophisticated self-
adaptive method, the variance displayed in the SaDE experiments with no cross-
validation was greatly reduced along with increasing over performance. When the
self-adaptive method was combined with seeding, a slight—but not significant—
increase in performance was observed. In all cases, DE underperformed when com-
pared to the state-of-the-art method, BayesR.

31.5.4 Validation

The results presented above were a hand tuning of the DE system by adding in
many components intended to increase performance. To ensure our resulting “best”
configuration was not only well suited to the dataset used in the tuning experiments,
a new phenotype is considered.

For this validation study, a real phenotype is used with the same sheep genotypes.
In other words, our genotype is still 7,539 rows with 48,588. The heritability of
the trait is estimated to be h2 ⇡ 0.16. This value was obtained using the restricted
maximum likelihood approach implemented in the NAM R package [55]. Therefore,
the theoretical bound on prediction accuracy is h ⇡ 0.4.

Similarly to the baseline study, we compared DE against random search, GBLUP,
and BayesR. To verify that the SaDE method with seeding and Monte Carlo does
perform well, we also included it in the baseline. The results of this study are pre-
sented in Figure 31.6. The maximum obtained accuracy by the SaDE search method
was 0.3993, which is on par with the estimated theoretical maximum of 0.4. How-
ever, this does not suggest DE is always better than the common methods in a non-
simulated environment. As was pointed out previously, the trait being predicted is
not very heritable. Because of this, it is likely that the performance of BayesR suf-
fered greatly in comparison to the simulated environment where the effects of the
QTL—and markers in linkage disequilibrium with the QTL—were large and well
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Fig. 31.6: Boxplots comparing the baseline methods to the best obtained DE method. Random
search was again done by evaluating 500 uniformly sampled feature subsets.

defined. That said, these results do suggest that DE based feature selection may be
better at identifying marker subsets that better capture relationships between ani-
mals, while removing noisy markers.

31.6 Discussion

With 1,000 SNP, feature selection with DE performed on par with BayesR and out-
performed RRBLUP, even though the latter is mostly due to the structure of the
simulation – with real data, the differences are generally negligible. In practice, at
this point, we expect the three methods to be largely comparable with each other.
But it is noteworthy that by using the DE, the same results are achievable with
1,000 SNP instead of almost 50,000. The DE captured a reasonable proportion of
the real underlying causal variants and other features in the data that approximated
the genetic architecture. This does bring us closer to prediction models based on real
causative variants which has several advantages in relation to whole-genome mod-
els: 1) there is an immediate benefit for industry to have smaller panels since the
production costs are lower and it will enable wider adoption of the technology; 2)
whole-genome methods rely on relationships between individuals, the accuracy of
prediction in distantly related ones is very low – functional panels can be expected
to hold accuracy irrespective of the genetic distances between the discovery and
validation populations; 3) can provide new biological insights and novel candidate
targets for clinical intervention.

However, performance is still lacking. We saw good results with 1,000 SNP but
of course, for this particular data set the objective was to evolve a panel of high
accuracy with only 100 SNP. Even the panel with 1,000 SNP only included 15 QTL,
with a sizable proportion of the accuracy still coming from the DE using the SNP to
optimize the relationship structure between individuals in a manner that maximized
the accuracy. For comparison purposes it is interesting to note that simply using the
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top 100 SNP from the GWAS does a better job than DE, RRBLUP or BayesR. This
is, by design, just an artifact of the simulation since many QTL have very high LOD
scores (Figure 31.1) which are much higher than usually observed with complex
polygenic traits; but it does suggest that there is scope to use GWAS results to seed
the DE runs in the future.

We believe that the underperfomance of the DE with 100 SNP is largely at-
tributable to overfitting of the data. During the search, there is only a finite amount
of data to evaluate and assign fitness with and the search is guided by the perfor-
mance on the validation set. Therefore, it is more likely to select SNPs that perform
well on the validation data set alone, leading to overfitting. More evidence of this
comes from observations on the heritability of our trait. Because h2 = 0.3855, we
know that about 39% of the variation in the phenotype is accounted for by the ef-
fects from the QTL in the genotypes. We can expect our best possible accuracy to
be h2/

p
h2. Figure 31.7 shows the convergence of the 1,000 feature subset DE ex-

periment. This shows our search obtaining values much higher than this expected
maximum accuracy of 0.6208, which of course should not be possible. Hence, our
search overfits to our validation set, which is a well known problem of wrapper
methods in feature selection [47].
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Fig. 31.7: Convergence plot for the 1000 feature subset DE experiment. The separate lines show
the five replicates.

The smaller subset experiments likely converge into local optima quickly and
their searches stall before finding good solutions. This may be due to the compara-
tive dimensionalities of the encoding and the solution space. More precisely, we care
only about 10 or 100 entries out of a vector in R48,588, which may be too large of a
discrepancy to find any promising solutions. This could cause the search to converge
to the first promising candidate solutions and not break out of the local optimum –
both subsets of size 10 and 100 rapidly converged onto the 4 largest QTL. While
for this work we wanted to evaluate the algorithm with hardset feature numbers, in
real world scenarios it is better to co-evolve the number of selected features as an
additional parameter in the algorithm.
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31.7 Future Work

It is clear that applying domain knowledge is a promising avenue for DE search
in this application. Evolutionary computation approaches often can easily accom-
modate prior knowledge about a problem to enhance their performance. A further
opportunity for applying domain knowledge is to consider epistasis. Our method,
in its current form, would not effectively find feature subsets with epistatic effects
since they are not explicitly modelled by RRBLUP; even though in practice, they
are implicitly captured to some extent through the genetic relationships in closely
related populations. But more broadly, epistatic effects are non-linear and therefore
cannot be captured with ridge regression. However, with minimal effort, a model
that can capture non-linear effects—e.g., a small neural network—can be used in
the DE fitness function to find feature subsets corresponding to markers that have
epistatic interactions with each other.

We believe that alternative AI approaches like DE will become necessary when
applying genomic prediction to full sequence data. Genome-wide association stud-
ies are well known to not be able to identify many variants that all have small effects
[30] and the multiple testing problem with millions of variants will further confound
the issue. For genomic prediction, there is very little to gain from sequence data with
RRBLUP (or the equivalent GBLUP) as the changes to the genomic relationship
matrix are minimal, and consequently the predictions will essentially be the same
even if millions of additional SNP are included in the model. Bayesian approaches
should be better able to discern effects and it is expected that these methods should
have higher accuracy, in the same way as BayesR did with our simulation – but they
are currently computationally intractable at the sequence level.

31.8 Conclusion

We have presented a competitive feature selection algorithm for genomic prediction
problems. Currently, DE performs competitively with genome-wide methods using
a fraction of the number of SNP and seems a promising alternative to current predic-
tion methods. Feature selection with DE, or any other method, has the advantage of
giving an interpretable result. With the rise of complex non-linear approaches like
deep convolutional and recurrent neural networks becoming popular in bioinfor-
matics and biomedicine, a precise and readable result could lead to a more complete
understanding of the complex genotype-phenotype mapping. Differential evolution
presents a non-statistical alternative to current state of the art methods with potential
to easily apply domain knowledge to this difficult problem.
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