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Abstract—In recent years, genetic programming (GP) has
achieved impressive results on evolutionary feature construc-
tion tasks. To increase search effectiveness, researchers have
developed many semantic-based crossover and mutation opera-
tors to guide GP searches toward the target semantics. However,
semantics has not yet been explored for the hoist mutation
operator, which is an operator designed for controlling the bloat
effect. Although the hoist mutation operator can significantly
reduce model sizes, the most informative subtree may be
disrupted by the randomness in mutation. To address this issue,
we develop a semantic-based hoist mutation (SHM) operator
in this article to preserve the most informative subtree that
has the largest cosine similarity between its semantics and the
target semantics. Experimental results on 98 regression datasets
from the Penn Machine Learning Benchmark show that using
this operator not only significantly reduces model size but also
improves the test accuracy of features constructed by GP. A
comparison with seven bloat control methods shows that the
proposed operator achieves the best tradeoff between accuracy
and model size. Moreover, an experiment on the state-of-the-art
symbolic regression benchmark shows that GP with the SHM
operator achieves the best test accuracy and competitive model
sizes compared with 22 symbolic regression and machine learning
algorithms.

Index Terms—Bloat control, evolutionary feature construction,
evolutionary machine learning, genetic programming (GP).

I. INTRODUCTION

EATURE construction is an important task in the machine
learning pipeline. For a dataset {X, Y}, feature construc-
tion constructs m high-order features ® = {¢1(X), ..., pu(X)}
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to improve the prediction accuracy of the machine learning
algorithm on unseen data. Genetic programming (GP)-based
feature construction methods have become popular in recent
years and have achieved many impressive results [1], [2]
due to their flexible representation and gradient-free search
mechanism.

GP is an evolutionary algorithm that focuses on evolving
variable-length solutions for solving complex optimization
problems [2]. For evolutionary feature construction tasks, tree-
based GP is a dominant method because the constructed
features can be easily represented as expression trees [1], [2].
During GP evolution, genetic operators randomly cross two
subtrees of two selected GP trees or randomly mutate a subtree
of a selected GP tree to generate new GP trees. With the
fitness value obtained using an evaluation function and the
selection pressure introduced by the selection operator, GP can
iteratively discover expressive features that enhance a specific
machine-learning algorithm on a given dataset.

In tree-based GP, there is a phenomenon known as “bloat,”
where increasing the size of GP trees does not lead to better
fitness values [3]. Bloat may be due to hitchhiking [4], defense
against crossover [5], removal bias [6], or the nature of pro-
gram search space [7]. The hitchhiking hypothesis [3] suggests
that redundant building blocks are accidentally attached to
good individuals and can survive in selection as they do not
worsen fitness. The defense against crossover hypothesis [5]
suggests that larger GP trees are less susceptible to destructive
crossover, hence they have a higher chance to survive. The
removal bias hypothesis [6] suggests that removing large
subtrees is more detrimental than removing small subtrees,
leading to an increase in the average tree size of the population.
The nature of the program search space hypothesis [7] posits
that large and good individuals are more abundant than small
and good individuals, making it easier for GP to find large
and good individuals.

Regardless of why bloat occurs, it is widely recognized
that bloat can trap GP in local optima and impact the
interpretability of the final model [8], [9], [10]. Many methods
have been proposed to address this issue, including parsimony
pressure [11], [12], dynamic depth limit [13], prune and plant
(PAP) [14], multiobjective method [15], [16], and program
simplification [17]. These methods have successfully reduced
the size of GP trees. Among these methods, the PAP method
has been shown to be effective for symbolic regression [9] as it
actively prunes GP trees to reduce their size. PAP is a variant
of the hoist mutation method [5], which is a bloat control
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method that randomly chooses a subtree from an individual
and replaces it with a smaller subtree from within itself. PAP
takes this further by hoisting a subtree to the root node as a
new individual and randomly replacing the hoisted subtree in
the original individual with a terminal variable. For both PAP
and the hoist mutation operator, selecting the subtree to hoist
is the most critical step. The quality and size of the selected
subtree determine the changes in fitness values, as well as
changes in individual sizes. However, the traditional hoist
mutation operator, including the PAP variant, selects a subtree
randomly from a GP tree. It may disrupt the informative
components in a GP tree and generate many less informative
trees in the population that are not beneficial to evolution.

To overcome the limitations of the current hoist mutation
operator, we propose a semantic-based hoist mutation (SHM)
operator in this article. In recent years, semantic GP has
become popular in the GP domain [18], [19], [20], [21]. The
general idea of semantic GP is to use the output values of
GP trees to guide the search process in addition to the fitness
value [18]. In an evolutionary feature construction scenario, for
a given dataset {X, Y}, the semantics of a GP tree ¢ is ¢ (X) =
{6 (X1), ..., 9(X,)}. Semantic GP optimizes GP based on both
behavior and objective spaces [22], resulting in better search
performance [18] and population diversity [22].

The general idea of our new hoist mutation operator, SHM,
in this work is to hoist the subtree with the largest semantic
similarity to the target semantics to form a new GP tree.!
By preserving the most informative part of the tree, SHM
can significantly reducing tree size while improving fitness
values. However, in multitree GP, we observed that some
important subtrees frequently appear in different GP trees of
a single individual, and hoisting only the most informative
subtree resulted in the same tree appearing multiple times in
a GP individual. To overcome this issue, we embed a hash-
based checking strategy in the SHM operator to skip identical
subtrees and maintain diversity in GP individuals. In summary,
the key objectives of this article are as follows.

1) Develop an SHM operator. The new mutation operator
aims to hoist the most informative subtree, thus control-
ling the bloat effect and improving the fitness values of
GP models.

2) Design a hash-based checking strategy to avoid hoisting
identical subtrees. This strategy assists GP in maintain-
ing diverse features within each GP individual.

3) Provide a theoretical analysis of the generalization
bound for the evolved GP models. This analysis aims
to demonstrate the rationale behind using the proposed
SHM operator.

The remainder of this article is organized as follows.
Section II reviews related work on semantic GP and bloat
control methods. Section III presents details of the proposed
hoist mutation operator. Experimental settings and results are
given in Sections IV and V, respectively. Section VI shows
additional analysis, including ablation studies and model
visualization. Finally, Section VII provides conclusions and
future directions. The key notations used in this article are
listed in Table 1.

ISource code: https://tinyurl.com/SHM-GP.
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TABLE I
NOTATIONS USED IN THIS ARTICLE

Symbol  Description
P GP Individual
GP Tree
o(X) Constructed Feature
n Population Size

m Number of Trees in Each Individual
X Original Feature

Y Target Label

N Number of Training instances

II. RELATED WORK
A. Bloat Control

In GP, bloat refers to the tendency of solutions to become
more complex over time without improving the fitness
value [5]. Several hypotheses have been proposed to explain
the reason for bloat, including hitchhiking [4], defense against
crossover [5], removal bias [6], and the nature of the program
search space [7]. While the explanations for bloat remain
an ongoing subject of research, the benefits of bloat con-
trol in GP have been widely recognized [8], [10], [13]. For
evolutionary feature construction tasks, controlling the size
of GP-constructed features can make the final features more
interpretable, improve search effectiveness, and mitigating
overfitting [10]. Although researchers in machine learning
have developed numerous regularization techniques to reduce
functional complexity and prevent overfitting, it is important
to note that bloat control techniques differ from overfitting
control techniques, as bloat control techniques primarily aim
to reduce structural complexity for searching interpretable
models. Thus, researchers have developed many bloat control
methods for GP.

In GP, bloat control methods can be applied in differ-
ent stages: evaluation, selection, and variation. During the
evaluation stage, the parsimonious pressure method penalizes
model complexity within the fitness function to avoid evolving
oversized models [23]. However, it is hard to determine
the weight of the model complexity term [12]. To address
this, multiobjective techniques have been widely used to
balance fitness with complexity automatically [16], [24], [25].
Regrettably, the standard multiobjective GP (MOGP) approach
may spend many resources on searching for trivial individuals.
For example, a recent study on symbolic regression shows
that more than 30% of GP trees in the final population in
standard MOGP have only one node, which hinders GP from
discovering good solutions [26]. To address this limitation,
the adaptive a-dominance strategy [27] and some improved
variants of NSGA-II [26] have been developed to encourage
multiobjective techniques to discover more good solutions.
Rather than considering fitness and complexity as a tradeoff,
the Tarpeian method directly assigns extremely poor fitness
values to a portion of larger-than-average individuals [28]. By
doing so, larger individuals have a smaller chance to survive,
thereby curbing bloat.

For the bloat control methods used in the selection stage,
a representative example is lexicographic parsimony pres-
sure [11]. This operator selects two individuals and takes the
fitness value as the first objective to select the best parent,
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meanwhile considering the individual size as the second
objective in case of tied fitness. Other representative bloat
control methods in the parent selection stage include propor-
tional tournament selection and double tournament selection
(DTS) methods [8]. One comparative study shows that the
DTS method achieves superior performance among several
selection-based bloat control methods on multiplexer and
symbolic regression problems [8]. In addition to modifying
the tournament selection operator, other selection operators,
like the lexicase selection operator, can also be used to control
the bloat effect [29]. Finally, several techniques in GP can
automatically control the depth limit based on the fitness
distribution [13], [30]. The dynamically controlled depth limit
is used to determine which individuals to preserve, and thus
can also be categorized as a bloat control method used in the
selection stage.

Both bloat control methods in the evaluation and selec-
tion stages passively control bloat. In contrast, bloat control
methods based on variation operators, e.g., crossover and
mutation operators, actively control bloat [3], [9], [20], [31].
For example, the size fair crossover operator [3] first randomly
selects a subtree a from the first parent with a size of s,
then it limits the size of the second subtree, sp, to less than
Sq¢ * 2 4 1, thereby controlling bloat. The hoist mutation
operator [31] was proposed to explicitly reduce the model
size by replacing a randomly chosen subtree with a subtree
in itself. Based on the idea of the hoist mutation operator,
Alfaro-Cid et al. [14] proposed the PAP operator to plant the
pruned subtree to the population as a new individual instead
of replacing the original individual. This operator avoids the
loss of genetic material and achieves impressive results in a
comparison of several bloat control methods [9]. However,
existing variation-based bloat control methods rarely consider
semantic information, and important genetic material may be
disrupted after pruning. Thus, these algorithms still have a lot
of room for improvement in terms of search effectiveness.

In addition to incorporating bloat control techniques in
genetic operators, there is another kind of variation-operator-
based bloat control method named program simplification [32].
Different from traditional bloat control methods,
simplification-based methods require the simplified GP tree
to have exactly or approximately equal semantics with the
original GP tree. For the exact program simplification tech-
niques, they simplify GP trees by removing inactive code [33]
or using mathematical rules [34]. These methods ensure the
semantics of the simplified GP tree is the same as that of the
original GP tree, but designing these methods requires rich
domain knowledge. Also, requiring exactly the same semantics
could bring difficulties in finding smaller individuals, like
simplifying x + 10710 to x. Thus, many approximate program
simplification techniques are proposed to simplify GP
trees. These methods include replacing parent nodes with
semantically similar child nodes [35] and replacing a subtree
with a randomly generated tree with similar semantics [20].

B. Semantic Genetic Programming

In the GP domain, semantics refers to the outputs or
behavior of a GP individual [36]. Semantic GP refers to
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GP algorithms that use the semantics of GP individuals to
guide evolution. Many semantic-based crossover and muta-
tion operators have been proposed in [37]. A representative
example is geometric semantic crossover (GSX) [38]. It
guarantees the effectiveness of GP search by generating
offspring with desired semantics. However, GSX faces the
problem of exponential growth in model size, leading to
expensive evaluations and uninterpretable models [39]. To
address this, semantic approximation techniques have been
developed. Some researchers [18], [40] developed semantic
genetic operators that search for a subtree in an external library
to make offspring approximate the target semantics without
suffering from exponential growth.

As for selection operators, lexicase selection [41] is a
representative example that uses semantics instead of fitness
values to select parents. The key idea of the lexicase selection
operator is to iteratively filter out less fit GP individuals
in the current population P by a filter min,epLi(P) + €,
where k € [1,n] is a random index within the n training
instances/cases, min,cp Ly (P) represents the minimum fitness
value of the population P on fitness case k and €; indicates
the mean absolute deviation of fitness values on case k. The
filtering process is repeated until only one individual remains,
or all cases are traversed. By examining different cases in each
iteration, lexicase selection significantly enhances population
diversity compared to fitness-based selection operators, which
ultimately improves the quality of final results. Inspired by
lexicase selection, several other semantic-based operators, like
GPED [21] and MAP-Elites [42], have also been proposed to
increase population diversity and search efficiency. Although
both semantic-based variation and selection operators have
gained wide attention, SHM operators remain underexplored.
Given that hoist mutation is a powerful technique to control
code bloat, it is worthwhile to investigate how to design an
effective SHM operator.

C. Genetic Programming for Feature Construction

Evolutionary feature construction is a key technique
in machine learning and has received wide atten-
tion [2], [16], [43]. Among these methods, GP-based feature
construction methods have achieved superior performance to
tackle regression [44], classification [1], [45], and clustering
tasks [46]. Depending on the evaluation methods used for GP-
constructed features, GP-based feature construction methods
can be categorized as filter-based, wrapper-based, or embedded
methods. Filter-based methods do not use any machine
learning algorithm to evaluate the quality of constructed
features. Instead, they use information gain [47], Pearson
correlation [48], or other information-theoretic measures [45]
to evolve expressive features to enhance arbitrary machine
learning algorithms. However, since filter-based feature
construction methods do not rely on a specific machine
learning algorithm, they may not be able to discover features
that work best for a particular algorithm. In comparison,
wrapper-based feature construction methods evaluate features
on a specific machine learning algorithm and thus can often
have better performance than filter-based methods [44]. For
instance, features can be evaluated using a decision tree (DT),
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Workflow of SHM-GP.

Fig. 1.

a linear regression (LR), a support vector machine (SVM), and
an extreme gradient boosting (XGBoost) algorithm [2], [44].
Embedded feature construction methods refer to a kind of
method that constructs features during the model learning
process [49]. In general, the predictive performance and
time cost of embedded methods lie between filter-based and
wrapper-based methods. They are faster than wrapper-based
methods because they only need to train the learning algorithm
once. However, performing feature construction and model
fitting simultaneously might be too difficult for GP, especially
given that GP is not good at fitting coefficients [50].

Previous studies have successfully applied GP-based feature
construction algorithms in various domains [44], [46], [51].
However, the issue of bloat in GP increases the program
size, thus reducing search effectiveness and impairing the
interpretability of discovered features. This article seeks to
alleviate such a problem.

III. NEW ALGORITHM

In this section, a new SHM operator for GP-based feature
construction is proposed and described in detail. We first
introduce the overall algorithm of GP with the SHM operator
(SHM-GP). Then, a semantic similarity calculation method,
a hoist mutation operator, and some additional strategies are
presented. Finally, we provide a generalization bound based
on the Vapnik—Chervonenkis (VC) dimension to show the
rationale for using the proposed SHM operator in GP.

A. Overall Framework

The SHM operator is proposed to reduce the size of GP
trees in GP-based feature construction methods. Like many
existing evolutionary feature construction methods [2], the
proposed algorithm is based on a tree-based GP framework.
As presented in Fig. 1, the overall algorithm consists of five
steps: 1) population initialization; 2) solution evaluation; 3)
hoist mutation; 4) parent selection; and 5) offspring generation.
A brief introduction to these five steps is as follows.

1) Population Initialization: In SHM-GP, each GP indi-
vidual has a multitree representation that consists of m
trees to represent m constructed features. Thus, during
the initialization stage, we randomly generate n * m
GP trees with the ramped half-and-half method to fill a
population with n individuals.

IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 28, NO. 6, DECEMBER 2024

Linear Model
D @ D 3]

Fig. 2. Example of GP individual in SHM-GP.

2) Solution Evaluation: During the evaluation stage, we
first transform the training data from the original features
X to the constructed features {¢1(X), ..., ¢n(X)} using
the m GP trees in a GP individual. Then, a linear
model is trained on the constructed features to make
predictions. As shown in Fig. 2, in this example, a linear
model is trained on three features {¢(X), ¢2(X), ¢3(X)}
constructed using the three GP trees {¢1, ¢, ¢3}. The
linear model is chosen because it is an effective and
efficient machine learning model and is also easy to ana-
lyze with theoretical tools. To ensure that the constructed
features can generalize well, the coefficients of the linear
model are learned by a ridge regression method with
the leave-one-out cross-validation algorithm. The leave-
one-out errors on each data instance {1,2,...,N} —
{1 — yD)2, ..., O — yn)?} are recorded to form a
fitness vector of individual ®, which is used for lexicase
selection. We use leave-one-out errors instead of training
errors to form the fitness vector because we aim to
discover features that can generalize well on unseen
data. When determining the final model for predicting
unseen data, the model with the minimum mean squared
error is chosen because it is hard to choose the best
model based on a fitness vector.

3) Hoist Mutation: After evaluation, the semantic hoist
mutation operator is applied to each tree ¢ € @ to
extract the most informative subtree Vet and replace
the original tree ¢ with the subtree pesi. The criterion
for determining the most informative subtree Yrpeg iS
introduced in Section III-B1.

4) Parent Selection: In order to fully exploit semantic
information, SHM-GP utilizes the lexicase selection
operator [41] to select parents. Unlike tournament selec-
tion that compares individuals based on the mean error
on all cases, lexicase selection compares individuals
case by case. By considering fitness values case-by-case,
lexicase selection can select specialists that perform
exceptionally well in a few cases, regardless of their
overall fitness value. The lexicase selection operator is
described in detail in Section II-B.

5) Offspring Generation: SHM-GP modifies two parents
using random subtree crossover and random subtree
mutation to generate two offspring. Unlike the traditional
random mutation operator that randomly generates a new
subtree, SHM-GP generates a subtree using a guided
subtree generation (GSG) operator [43]. The general
idea is to sample terminal variables according to the
frequency of each terminal variable in good individuals,
weighted by the importance value of each GP tree.
Details of the GSG operator are introduced in Section A
of the supplementary material. Since SHM-GP uses an
m-tree representation, we perform m rounds of random-
index crossover and random-index mutation on each
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Fig. 3. Example of the SHM operator.

pair of parents to encourage exploration. In each round,
all trees have an equal probability of being chosen for
crossover and mutation.

B. Semantic-Based Hoist Mutation

1) Cosine Semantic Similarity: First, we need to define an
indicator to measure the quality of each subtree to determine
which subtree to hoist to the root. Since we train an LR
model on the GP-constructed features {¢(x), ..., ¢n(x)}, the
magnitude of each feature ¢(X) is not important because
the LR algorithm can automatically determine the optimal
coefficient of each constructed feature. Therefore, using square
error (Y — ¢(X))? to measure the semantic similarity between
a feature ¢ (X) and the target semantics Y is not ideal because
it does not consider the effect of LR. Instead, using cosine
similarity

>oimg $(Xi) - i
VI o v
as the semantic similarity score is a better choice as it reflects
the real quality of a feature with the LR technique. In SHM-
GP, we use the absolute value of the cosine similarity since the
sign issue can be addressed by LR later. It is worth noting that
the cosine similarity score is sensitive to the shift. However,
when using LR as the learning algorithm, it is desirable to let
¢ (X) and ¢ (X) + ¢ have the same importance value since the
shift term ¢ can be automatically canceled out by adding a
bias term in LR. In order to eliminate the impact of shift, we
subtract the mean value ¢ (X) from ¢ (X) before calculating the
similarity score, i.e., ¢(X) < ¢(X) — ¢ (X). In SHM-GP, we
calculate the cosine semantic similarity of each subtree ¥ in
a GP tree ¢ during the fitness evaluation phase, which can be
computed during feature construction. Thus, it only increases
the fitness evaluation time linearly.

2) Semantic Hoist Mutation Operator: Once the cosine
similarity of each subtree ¢ € ¢ is obtained, SHM-GP
enumerates all possible trees to get the optimal tree to be
hoisted. Fig. 3 presents an example of the semantic hoist
mutation operator. In this figure, a subtree xj xx; is hoisted to
be a new tree as it has the highest cosine semantic similarity
among all subtrees in xj * x1/x2, where the cosine semantic
similarity is indicated by the percentage of the green bar.
The pseudocode of the hoist mutation operator is presented
in Algorithm 1. In this pseudocode, Opest records the best
similarity score in the traversal, and Ypes; Stores the optimal
subtree with the best similarity score. After traversing all
subtrees, SHM-GP adds vpest to be the new individual &'

0 =cos(¢p(X),Y) = (1)
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Algorithm 1 Hoist Mutation

Input: A GP Individual ® = {¢y,...¢,}, Training Data
{X, Y}, Semantic Similarity of Each Node {0y |} € ¢}

Output: Mutated GP Individual {¢}, ..., ¢}

. ®={} > Mutated GP Individual
2: while |®'| < |®| do

3 Success < false

4 for ¢ € @ do

5: Opest < 0 > Current best semantic similarity
6 Ybest < @ > The optimal subtree
7 for € ¢ do > Enumerate all subtrees
8 if 0y > Opeg; and Y ¢ @' then

9: Obest < Oy
10: Ybest < ¥
11: if Opesr > O then
12: P «— P'U {wbest}

13: Success < true
14: if |®'| == |®| then
15: break
16: if !Success then

17: break

18: return @’

Semantic

I Similarity
I
-
A7 A ' Hoist
00 *
] " l}
D ' =XexX D ,=XexXe+Sin(X,) & ,'=Sin(X,)

Fig. 4. Example of the semantic check.

After processing all trees ¢ € @, the pruned individual @’ is
returned for generating offspring.

In SHM-GP, diversity may be significantly reduced with
the proposed hoist mutation operator because an identical
informative subtree ¢’ may appear in several trees of an
individual ®. Then, after applying the hoist mutation operator,
¢’ may appear multiple times in an individual ®. This
is a serious problem for evolutionary feature construction
since redundant features produce no additional benefits but
waste computational resources. For example, in Fig. 4, it is
unreasonable to hoist the subtree x1 * x2 to be the second
tree since it is the same as the first tree. To solve this
issue, we propose a hash-based checking strategy in the hoist
mutation operator. As shown in lines 4—17 of Algorithm 1, we
sequentially evaluate all GP trees ¢ in an individual ®. For
each proposed optimal subtree v, we check whether 1 already
exists in the individual ®’. Each individual maintains a hash
table, and thus the time complexity of redundancy checking is
O(1). If the subtree v does not exist in @', the best candidate
tree ¢ can be replaced by the best subtree ¥. After iterating
through all subtrees, if there is a subtree ¢peg that satisfies
Opest > 0, then Ppe; is added to the individual ®’. The check
and hoist process will execute repeatedly until enough trees
are hoisted or there is no subtree that can be hoisted, which is
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shown in lines 14 and 16 of Algorithm 1. In Fig. 4, the best
subtree apart from x; * x is sin(xp), which is hoisted to be
the second tree because it is the best tree that can be hoisted
without incurring redundancy.

3) Additional Strategies: Also, to further reduce model
sizes and improve feature diversity and search effectiveness,
we apply two strategies that accompany the SHM operator.

1) Equivalent Node Prune [52]: If a subtree ¢ has iden-

tical semantics to its upper-level subtree ¢’, it indicates
that the upper-level subtree has redundant parts, and thus
the upper-level subtree ¢” is replaced with ¢'.

2) Constant Node Prune [37]: If the semantics of a subtree

is equal to a constant value, then the subtree is replaced
by this constant value.

C. Learning Guarantees

In this section, we focus on proving the rationale of
developing the above SHM operator with the LR model.

Theorem 1: Consider a GP-constructed feature ¢ which has
been standardized with zero mean and unit variance before
training a linear model. Let 6 be the cosine similarity between
feature ¢ (x) and target variable y with # indicating the number
of instances. Define & as the VC dimension [53] of a learning
model with a GP tree ¢ and a linear model, that measures the
complexity of functions that can be discovered by a GP tree ¢
with a linear model. Abbreviate h/n as p. The generalization
loss of the constructed model can be bounded by

-1
1
—+

with the probability of at least 1 — ¢.”

Proof: Since the data are standardized to zero
mean and unit variance, y = 0 and ¢(x;) = 0,
([0 (@00 — 6D /m) = 1 and (XL, 0 —)1/n)
= 1 are true. It means Y\, (¢(x;))> = n and Y} 1, (n:)?
= n, and cosine similarity can be simplified as 6 =
(1/n) Y"1, yi¢(x;). Given that the coefficient of a feature

in the linear model is determined by the equation
a = (XL 0i =MN@0) — NI/ 2 6 — 1))

(\/ Z;l:l(qﬁ (x) — ¢ (x)))]) [19], the relationship between the
sum squared error and 6 can be established

D i —ap(x)?
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2x+ = max(x, 0) represents the rectifier function.
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Then, the following inequality holds [54]:
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Theorem 1 shows that the generalization bound is negatively
correlated with 62. Therefore, it is reasonable to use 62 as a
criterion to select the hoist point to ensure that the semantic
similarity of the new tree Ypes 1S no less than that of the old
tree ¢, ie., 1 — (efmml) < 1 — (6;). Additionally, since the
hoisted subtree Ypest 1S a part of the tree ¢, the VC-dimension
of Ypest is not larger than the VC-dimension of ¢, i.e., hy,,,
< hg. Thus, the generalization bound of the hoisted subtree
Ypest 18 not larger than that of the original feature ¢, which
means that the hoisted subtree Ypes generalizes at least as
well as the original tree ¢, showing an advantage of using the
SHM operator for machine learning tasks.

It is worth noting that this generalization bound only applies
to a single-tree GP. For a multitree GP, feature interaction
will make the above analysis more complicated, and the
generalization bound will be more complex. Nonetheless, the
generalization bound on the single-tree GP shows that hoist
mutation has a solid theoretical foundation for a special case of
multitree GP, and experimental results in Section V show that
the SHM operator can have good generalization performance
for a multitree GP.

A

IV. EXPERIMENTAL SETTINGS
A. Datasets

In this article, experiments are conducted on regres-
sion datasets from Penn Machine Learning Benchmark
(PMLB) [55], which is a curated list of datasets based on the
OpenML repository. Due to limited computational resources,
experiments are conducted on 98 datasets with fewer than 2000
instances. Detailed information about these datasets can be
found in the supplementary material. In the section comparing
SHM-GP with other SR and ML algorithms, all 120 datasets
in PMLB are used to be consistent with the state-of-the-art
symbolic regression benchmark (SRBench) [56]. The number
of instances for these datasets ranges from 47 to 1000 000,
while the number of features varies between 2 and 124.
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TABLE 11
PARAMETER SETTINGS FOR SHM-GP

Parameter Value
Population Size 1000
Maximal Number of Generations 100
Crossover and Mutation Rates 0.9 and 0.1
Maximum Tree Depth 10
Maximum Initial Tree Depth 6
Number of Trees in One Individual 10
Elitism (Number of Individuals) 10
. Add, Sub, Mul, AQ, Sin, Cos,
Functions

Abs, Max, Min, Neg

B. Evaluation Protocol

This article follows the conventional evaluation protocol
of evolutionary machine learning. Specifically, each dataset
is divided into a training set and a test set at a ratio of
80:20. In order to eliminate the influence of different scales of
datasets, all datasets are standardized before training [57]. To
remove the influence of scale on target labels, test scores are
reported using the R? score metric, which has a range of [0, 1].
Formally, R? is defined as 1 — ([3_;(vi — 90*1/[2; i — 9D,
where J; represents the prediction value on data item i,
and y indicates the average of ground truth values y. To
get a reliable conclusion, each algorithm is tested on each
dataset with 30 independent runs with different random seeds,
where each dataset is randomly shuffled at the beginning of
each independent run to ensure randomness of the training
data. After finishing all experiments, a Wilcoxon signed-rank
test with a significance level of 0.05 is applied to verify
the significance of the performance difference between the
proposed method and baseline methods.

C. Baseline Methods

In this article, we implement seven GP approaches with

bloat control methods as a baseline for comparison.

1) Standard GP With Depth Limit: The depth limiting
method sets a depth limit for each GP tree. Most
existing GP approaches for feature construction adopt
this method to control bloat and improve generalization
performance.

2) DTS [8]: The DTS method was proposed by Luke
and Panait [8]. It first selects two individuals using
tournament selection based on fitness values. Then, it
selects the smaller individual as a parent with a higher
probability.

3) Tarpeian [28]: The general idea of Tarpeian is to directly
assign poor fitness values to a fraction of individuals
that exceed the average tree size.

4) PAP [14]: The PAP operator prunes a subtree from the
population by replacing it with a random node, and
plants the pruned subtree in the population as a new tree.

5) «-MOGP [27]: «-MOGP designs an o adaptation
scheme to automatically balance fitness and complexity
under the NSGA-II framework [58]. Such a strategy is
proposed to avoid MOGP spending a lot of resources on
exploiting trivial solutions.
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TABLE III
PARAMETER SETTINGS FOR BLOAT CONTROL
IN DIFFERENT ALGORITHMS

Algorithm Parameter Settings
DTS [8] Tournament size = 7, Parsimony size = 1.4
Tarpeian [8] Reduced fraction = 0.3
PAP [9] Pruning Probability = 0.5
aMOGP [27] Initial alpha value = 0, Step size = 90
TS-S [59] Tournament size = 7

6) Tournament Selection With Size (TS-S) [59]: Statistics
TS-S was proposed by Chu et al. [59]. The key idea of
TS-S is to keep the smaller solution when the semantics
of the two GP individuals are not significantly different
in the tournament selection process. If the semantics
of the two individuals are significantly different, TS-S
keeps the solution with the better fitness value.
7) Dynamic Subtree Approximation DSA [20]: DSA is a
bloat control method based on the mutation operator.
For every GP tree larger than the average tree size, DSA
randomly replaces a subtree with a randomly generated
smaller subtree. A linear scaling technique is used to
approximate the semantics of the original subtree with
the semantics of the generated subtree.
For a fair comparison, all these bloat control methods are
applied in the same GP-based feature construction framework
as SHM-GP.

D. Parameter Settings

In the following experiments, all GP with bloat control
methods are tested using the same parameter settings. Table II
presents the parameter settings of GP. These parameter settings
are common in the GP field [21]. The number of GP trees is
set to 10, as it has shown good performance on evolutionary
feature construction tasks [2]. In this article, we use the
analytical quotient (AQ) [60] instead of the division operator
to avoid zero division error. To avoid generating over-complex
features, the depth limit of GP trees is set to 10. All bloat
control parameters are set according to the existing literature,
as shown in Table III. Hyperparameters for SR and ML
methods in SRBench are tuned using the successive-halving
grid search method according to the parameter grid defined in
SRBench [56]. In the comparison experiments of bloat control
methods, the SHM operator does not include the GSG strategy
to examine if the improvement is made by the hoist mutation
operator. In the comparison experiments with other SR and ML
methods, SHM-GP uses the GSG strategy to enhance search
efficiency.

V. EXPERIMENTAL RESULTS

This section presents and compares the experimental results
of the SHM operator on 98 datasets with seven benchmark
methods, including training accuracy, test accuracy, and model
size, showing the effectiveness of the proposed method. A
comparison between GP with the SHM operator and the
state-of-the-art regression methods is also shown. This article
primarily focuses on regression problems, but experiments
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TABLE IV
STATISTICAL COMPARISON OF TEST R2 SCORE FOR DIFFERENT BLOAT CONTROL METHODS. (“+,” “~.” AND “—" INDICATE
USING THE METHOD IN A ROW IS BETTER THAN, SIMILAR TO, OR WORSE THAN USING THE METHOD IN A COLUMN)
aMOGP Tarpeian DTS PAP TS-S DSA DepthLimiting
SHM 29(+)/68(~)/1(-)  13(+)/81(~)/4(-)  35(+)/57(~)I6(-) 46(+)/49(~)/13(-) 27(+)/I65(~)/6(-)  19(+)/74(~)I5(-) 13(+)/80(~)/5(-)
aMOGP — 2(H)/78(~N8(-)  1L(HNTI~)8(-)  40(+)MA8(~)10(-)  5(+/T6(~)1T(-)  LH/B6(~1L(-)  3(+)/T5(~)20(-)
Tarpeian — — 22(+)/73(~)/3(-) 44(+)/152(~)12(-) 11(+)/80(~)/7(-) T(+)/89(~)/2(-) 4(+)/91(~)/3(-)
DTS — — — 32(060(~)6(-)  ABT(~T(-)  L(HNTA(~)24(-)  6(+)/64(~)I28(-)
PAP — — — — 2(+)/57(~)39(-)  1(+)/58(~)/39(-) 4(+)/51(~)/43(-)
TS-S — — — — — 6(+)/85(~)I17(-) 12(+)/62(~)/24(-)
DSA — — — — — — 8(+)/81(~)/9(-)
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Fig. 5. Boxplots of test R2 score for different bloat control methods. Fig. 6. Evolutionary plots of test R“ score for different bloat control methods.

on classification also demonstrate the effectiveness of the
proposed method. These results are presented in the supple-
mentary material.

A. Comparisons on Predictive Performance

First, we present the test losses of different bloat control
methods. Table IV presents the statistical comparison of test
losses for different algorithms. Generally speaking, among
the eight bloat control methods, the SHM operator is the
best in terms of R* scores. Specifically, experimental results
in Table IV show that the SHM operator significantly out-
performs the second-best method, Tarpeian, on 13 datasets.
Meanwhile, the SHM operator has a similar performance to
the Tarpeian method on 81 datasets. Compared to the depth
limiting method, the SHM operator has similar advantages,
as it also outperforms the depth limiting method on 13
datasets. The DSA and TS-S are fourth and fifth-rank methods,
and they have worse performance than SHM on 19 and
27 datasets, respectively. There is a large gap between the
performance of SHM and that of «MOGP, DTS, and PAP,
where SHM outperforms these three methods on 29, 35, and
46 datasets, respectively. Based on these results, it is clear
that the SHM operator is the best bloat control method in
terms of predictive performance, validating the effectiveness
of using semantic information for bloat control. Fig. 5 shows
the distribution of test R” scores from 30 independent runs on
4 exemplar datasets. The results further confirm that the SHM
operator keeps comparable performance to the depth limiting

method and has superior performance over other bloat control
methods.

In order to fully understand the behavior difference of
different bloat control methods, we plot the convergence
curve of median test R> scores over the 30 independent runs
in Fig. 6. The figure shows that GP with SHM achieves
very good performance in early generations, which is not
seen in other bloat control methods. This is because the
most informative subtree, like i, may be submerged in the
complex nonlinear transformation of GP, like %> — v, and
become an uninformative GP tree. If we use traditional genetic
operators, we may need several generations to pull up the most
informative feature ¥ to the root, which hinders GP to perform
well in early generations. In contrast, the SHM operator can
directly identify the most important subtree at the end of
each generation, and modify the GP tree with a guarantee
that the generalization upper bound will not become worse,
thereby significantly improving the predictive performance in
early generations. Moreover, from the perspective of long-
term change of the convergence curve, Fig. 6 shows that
SHM advantages can last throughout evolution, thus further
verifying the effectiveness of the SHM operator.

B. Comparisons of Tree Size

The main objective of the SHM operator is to control bloat.
Thus, this section compares the final number of nodes obtained
with different bloat control methods. For evolutionary feature
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TABLE V
STATISTICAL COMPARISON OF Tree Size FOR DIFFERENT BLOAT CONTROL METHODS. (“4,” “~,” AND “—” INDICATE USING
THE METHOD IN A ROW IS BETTER THAN, SIMILAR TO, OR WORSE THAN USING THE METHOD IN A COLUMN)

PAP TS-S DSA DepthLimiting

aMOGP Tarpeian DTS

SHM 98(+H)/0(~)/0(-)  98(+)/0(~)/0(-)  61(+)/37(~)/0(-)
aMOGP — O(#)/5(~)93(-)  O(+)/0(~)/98(-)
Tarpeian — — 0(+)/20(~)/78(-)

DTS — — —

PAP — — —

TS-S — — _

DSA — — —

55(+)/40(~)/3(-)
0(+)/2(~)196(-)
0(+)/38(~)/60(-)

32(+)/32(~)/34(-)

58(+)/35(~)/5(-)
O(H)/1(~)97(-)
0(+)/34(~)/64(-)
29(+)/37(~)/32(-)
— 25(+)/44(~)129(-)

94(+)/4(~)/0(-)

0(+)/0(~)/98(-)
S5(+)/45(~)148(-)
4T(+)AT(~)I4(-)
49(H)/27(~)122(-)  98(+)/0(~)/0(-)
60(+)/30(~)/8(-) 98(+)/0(~)/0(-)
— 98(+)/0(~)/0(-)

98(+)/0(~)/0(-)
39(+)/51(~)/8(-)
98(+)/0(~)/0(-)
98(+)/0(~)/0(-)
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Fig. 7. Evolutionary plots of average tree sizes for different bloat control

methods (“OpenML_X" represents the dataset with the id of X in OpenML).

construction tasks, each GP individual contains ten trees. For
simplicity, the tree size of each individual in this section is
defined as the average tree size of all trees in an individual.
Experimental results in Table V show that the SHM operator
can significantly reduce tree size on all 98 datasets compared
to using the depth limiting method. Compared to Tarpeian,
which is only slightly worse than the SHM operator on test R?
scores, the SHM operator finds significantly smaller solutions
on all datasets. In comparison with TS-S and DSA, which
are fourth-ranked and fifth-ranked in terms of test R> scores,
the SHM operator outperforms them on 58 and 94 datasets,
respectively, while being worse on no more than five datasets.
The aMOGP and PAP are effective bloat control methods, as
they significantly reduce model size on 39 and 98 datasets
compared to the depth limiting method. However, the model
size produced by these methods is significantly worse than
the model size produced by the SHM operator on 98 and 55
datasets. In general, all advanced bloat control methods can
reduce the tree size better than the depth-limiting method.
However, these methods have a relatively limited effect on
bloat control compared to the SHM method.

Fig. 7 shows average tree size as evolution progresses. The
results indicate that the average tree size decreases at the
beginning for all methods and then gradually grows. Among
the eight methods, the SHM operators can reduce tree size in
early generations more than other bloat control methods. As
iterations increase, the bloat control strategy based on DSA
and DTS can maintain average tree size at a stable level. In

TABLE VI
FRIEDMAN’S RANK OF R? TEST SCORES AND AVERAGE TREE SIZES
ON ALL DATASETS FOR DIFFERENT BLOAT CONTROL METHODS.
(THE RELATIVE RANKS ARE PRESENTED IN PARENTHESES)

Algorithm R2 Rank P-Value Size Rank P-Value
SHM 3.05 (1) - 1.48 (1) -
Tarpeian 3.88 (2) 1.9e-02 5.42 (6) 0.0e+00
DepthLimiting 3.96 (3) 1.9e-02 7.83 (8) 0.0e+00
DSA 4.07 4) 1.1e-02 448 (5) 0.0e+00
TS-S 4.55 (5) 7.3e-05 3.12 (2) 4.0e-06
aMOGP 5.01 (6) 1.1e-07 7.17 (7) 0.0e+00
DTS 5.11 (7) 2.3e-08 3.14 (3) 4.0e-06
PAP 6.37 (8) 0.0e+00 335 4) 2.6e-07
OpenML_586 OpenML_608
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Fig. 8. Boxplots of average tree sizes for different bloat control methods.

contrast, the average tree size goes up during evolution if using
SHM as a bloat control technique. It is worth noting that the
goal of a bloat control technique is not to limit average tree
size at a stable level as the flexible length representation is
one vital advantage of GP. Instead, bloat control techniques
should be able to allow GP trees to grow within a reasonable
range. From this point of view, SHM is more appropriate than
other bloat control techniques, and this can explain why the
SHM method can achieve the best R?> scores among eight
bloat control methods as shown in Table IV. The tree size
distribution on 4 representative datasets over 30 independent
runs is presented in Fig. 8, verifying that the SHM method is
robust to reduce model size. Fig. 9 presents the distribution of
average tree size on each dataset. We can find that the average
GP tree size on all problems based on the SHM operator
is spread around a mean value of 4.5. In comparison, the
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Fig. 10. R? scores, model sizes, and training time of 23 algorithms on 120 regression problems.

average tree size induced by the depth limiting method and the
oMOGP method can be up to around 20. This suggests that
for some datasets, the depth limiting method and the « MOGP
method may yield large solutions, while the SHM operator
has a relatively stable behavior on all 98 datasets. Based on
these results, we can conclude that the SHM operator is a
stable method that can reduce model size on a wide range of
problems without impeding the search progress.

C. Overall Comparisons

Summary results combining the test R? scores and average
tree size are shown in Table VI. The SHM operator ranks
first in both test R> scores and average tree size. For an ideal
bloat control method, it should perform as well as the bloat
control method in test R? scores and minimize model size.
Among the bloat control methods, only SHM and Tarpeian
have better mean ranks of R” scores than the depth limiting
method. In addition, DSA and TS-S are slightly worse than the
depth-limiting method. Further comparing the R? scores and
the model size between these four methods, it can be seen that

the SHM operator has a substantial advantage over Tarpeian
and DSA in model size and a big advantage over DSA and
TS-S in R? scores indicating that the SHM operator strikes the
best balance between accuracy and complexity.

D. Comparisons With Other Symbolic Regression Algorithms

This section follows the evaluation protocol of
SRBench [56], to compare the proposed SHM-GP algorithm
with 22 algorithms on all 120 datasets in PMLB. Fig. 10
presents the median test R? score, model size, and training time
distribution for all the 23 algorithms. The model size of SHM
is defined by the number of nodes in Sympy format in the final
model, including linear coefficients and constructed features,
which strictly follow the requirement of SRBench. The model
size of other methods is defined by their respective developers.
From this figure, it is clear that SHM-GP achieves superior
performance compared to other baseline methods while having
a similar level of complexity compared to Operon [61]. It is
worth noting that the actual number of nodes in the final model
of SHM-GP is lower than the reported model size because we
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Fig. 11. Pairwise statistical comparisons of R? test scores on regression

problems.

count the size of the AQ (a/[+/1+ b?%]) as 10 to follow the
rule of SRBench.? In contrast, several methods in SRBench
consider the AQ function as a node AQ with two variables a
and b, thus considering its size as 3. In terms of training time,
SHM-GP has a comparable training time to FEAT [44] and is
slightly slower than Operon. However, both FEAT and Operon
are implemented in C++-, while SHM-GP is implemented in
Python. The running time of SHM-GP still has a lot of room
for improvement. To obtain a reliable conclusion, we perform
a pairwise statistical comparison on test R> score using the
Wilcoxon signed-rank test at a significance level of 0.05 with
Bonferroni correction. The experimental results are presented
in Fig. 11 and show that SHM-GP is significantly better than
Operon in the test R> score and has similar performance to
PS-Tree [62]. Considering that the model size obtained by
the SHM operator is approximately one order of magnitude
smaller than the PS-Tree, it is clear that the SHM operator
is a successful bloat control method for GP-based feature
construction methods.

VI. FURTHER ANALYSIS
A. Analysis of Hash-Based Checking

To investigate whether the hash-based checking strategy
takes effect in SHM-GP, we plot a curve of the average
phenotype entropy over the 30 independent runs in Fig. 12
on four example datasets. The phenotype entropy is defined
as — >, pklnpy, where py represents the ratio of trees with
distinct semantics k in the population [63]. These four curves
show that the phenotype entropy is increased by employ-
ing the hash-based checking strategy. For example, on the
“OpenML_608" dataset, the entropy first drops to around
5 in the first few generations, then stays at this level. In
comparison, when not using the hash-based checking strategy,
entropy will decrease to lower than 4 at first, and then

3Sympy automatically converts the division operator to a power operator.
Thus, the AQ becomes a(v/ 1+ bz)_l. Additionally, it is worth noting that
b? is counted as three nodes in Sympy because the power operator itself is
counted as one node.
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Fig. 13. Statistical comparison of best fitness values and R? scores using hash
checking or not. (“+,” “~,” and “-” indicate using hash-based checking is
better than, similar to, or worse than not using hash-based checking.) (a) Best
fitness values. (b) Test R? scores.

gradually increase to around 4.5. From the perspective of
the whole evolution process, phenotype entropy when using
the hash-based checking strategy develops always better than
without using it. It is worth noting that the hash-based
checking strategy is more useful when the evaluation budget
is insufficient, as the phenotype entropy can gradually recover
in the later stage of evolution. Fig. 13 presents a statistical
comparison of results on best fitness values and test R?
scores when limiting the evaluation budget to 20 generations.
The results show that the hash-based checking strategy can
significantly improve search effectiveness on 57 datasets,
while only performing worse on 2 datasets. As for the test R
scores, the checking strategy can improve performance on 30
datasets and not degrade performance on any dataset. Based
on these results, we can conclude that the hash-based checking
strategy should be incorporated into the SHM operator to
preserve population diversity and to get better search results.

B. Analysis of Simplification Strategies

This section investigates the impact on tree size made by
the proposed simplification strategies under the condition of
using the GSG operator. Comparing the test R of eliminating
either two simplification strategies, Table VII shows that the
simplification strategies do not significantly change predictive
performance on most datasets. This is reasonable because
simplification strategies do not change the semantics of GP
trees, and thus only have a minor impact on the evolution
process.
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TABLE VII
STATISTICAL COMPARISON OF TEST R? WHEN REMOVING
DIFFERENT SIMPLIFICATION STRATEGIES

No Ablation

0(+)/95(~)/3(-)
2(+)/93(~)/3(-)

Equivalent Prune

Constant Prune 1(+)/94(~)/3(-)
Equivalent Prune —

TABLE VIII
STATISTICAL COMPARISON OF MODEL SIZES WHEN
REMOVING DIFFERENT SIMPLIFICATION STRATEGIES

No Ablation

1(+)/93(~)/4(-)
OH)/TT(~)I21(-)

Equivalent Prune

Constant Prune 21(+)/76(~)/1(-)
Equivalent Prune —
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Fig. 14. Distribution for the number of selected features using GSG or not.

Further, we compare the average tree size by remov-
ing either one of the two prune strategies and present the
significance comparison results in Table VIII. The results
demonstrate that removing the constant prune strategy and the
equivalent prune strategy will lead to worse results on 4 and
21 datasets, respectively. Thus, both strategies help the SHM
operator reduce model size.

However, the SHM operator can significantly reduce model
size on all datasets, and thus the main reason why the
SHM operator outperforms other bloat control methods is not
because of these two strategies. Due to the page limit, more
experimental results supporting this claim are provided in the
supplementary material.

C. Analysis of Guided Subtree Generation

In SHM-GP, the GSG operator is used to reduce the number
of selected features to improve interpretability and predictive
performance. In this section, we verify whether the GSG
operator is helpful for SHM-GP. We present the distribution
of the number of selected features in the final tree concerning
using GSG or not in Fig. 14. Fig. 14 shows that the GSG
operator can largely reduce the number of selected features.
The average number of selected features before using the
GSG operator is 5.5, whereas the number after using the GSG
operator is 5. Therefore, the GSG operator is an effective
method to simplify the number of used features in constructed
features.

Further, since the irrelevant original features will have a
low probability to be sampled in the GSG operator, the GSG
operator may improve the predictive performance of the final
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Fig. 17. Statistical comparison of test R2 scores using GP with ten trees

instead of using a single-tree GP.

model. To verify this, we plot the significance comparison
for using the GSG operator or not in Fig. 15. Experimental
results in Fig. 15 show that the GSG operator significantly
improves the performance on 35 datasets, meanwhile having
a similar performance on 63 datasets. These results indicate
that the GSG operator not only reduces the number of selected
features but also increases the predictive performance on
unseen data. Moreover, experimental results in Fig. 16 show
that the increase in predictive performance is not accompanied
by a large increase in tree sizes, indicating that the SHM
operator works well with the GSG operator.

D. Multitree GP Versus Single-Tree GP

In this article, we propose to use multitree GP instead of
single-tree GP for evolutionary feature construction. In this
section, we conduct experiments to verify the advantage of
using multitree GP over single-tree GP. Fig. 17 presents the
statistical comparison of test R? scores for using multitree GP
or single-tree GP. The results show that using multitree GP can
significantly improve the predictive performance of single-tree
GP on 67 datasets, and only degrade the performance on 2
datasets. In fact, multitree GP can be viewed as multiple base
learners in an ensemble learning model, and the LR model in
SHM-GP can be viewed as a model combination technique.
In the machine learning domain, there have been theories to
prove the superiority of an ensemble of weak learners. Thus,
it is not surprising that multitree GP can achieve better results
than single-tree GP on test R? scores.

In addition to the test R? scores, tree size is another factor
that needs to be considered. Fig. 18 presents the tree size
using multitree GP and single-tree GP. For a fair comparison,
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Fig. 19. Example of constructed features based on the SHM operator.

we present the sum of tree sizes instead of the mean of
tree sizes in each individual. The experimental results show
that although multitree GP has ten times the number of
GP trees compared to single-tree GP, the sum of tree sizes
is even smaller. As previously mentioned, multitree GP is
similar to an ensemble learning model, which can make an
accurate prediction by combining several weak GP trees. For
tree-based GP, the random subtree crossover operator tends
to generate a lot of tiny GP trees following a Lagrange
distribution [64]. For single-tree GP, this is a problem because
tiny GP trees are usually inferior to large GP trees, thus
leading to an increase in the average tree size. In contrast,
for multitree GP, a combination of tiny GP trees can still
produce accurate prediction and thus mitigate bloat based
on the crossover bias theory. In general, we can conclude
that multitree GP is more appropriate than single-tree GP for
evolutionary feature construction tasks from the perspective of
predictive performance and tree size.

E. Example Models

The previous experimental results show that the SHM
operator can significantly reduce tree size while maintaining
the fitness value at the same level or even performing better.
For a more intuitive understanding, we provide an illustrative
example that demonstrates trees generated by SHM-GP on
a galaxy visualization dataset [65] in Fig. 19. Additionally,
two examples of trees generated by standard GP with limited
tree depth are presented in Fig. 20. Due to their complexity,
the complete examples of trees generated by standard GP
with limited tree depth are included in the supplementary
material. The weight of these features in the linear model is
presented in parentheses. The first model achieves an R? score
of 0.974, while the second model achieves an R’ score of
0.971 on the test data, indicating similar accuracy between
the two models. However, when comparing the complexity
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Feature #1 (W:-0.08) Feature #2 (W:0.64)

Fig. 20. Example of two out of ten features constructed using the depth-
limiting method.

of the two models, it is clear that the constructed features
in Fig. 19 are simpler than those features in Fig. 20. For
example, Feature #2 in Fig. 20 is hard to read, while the
largest feature in Fig. 19 only has nine nodes. It is worth
noting that although judging the rationale of the final model
needs domain knowledge, the obtained model shows great
consistency with the model discovered by other evolutionary
feature construction methods [44], which reports that features
{X0, X1, X3} and their interactions correspond to large weights
in the final model.

VII. CONCLUSION

The goal of this article is to propose a genetic operator
to control bloat for GP-based feature construction algorithms
without sacrificing the predictive accuracy of the final model.
This has been successfully achieved by proposing a new SHM
operator that retains the most informative subtree during the
evolution process while discarding other parts. Moreover, we
have developed a hash-based checking strategy to prevent
generating repetitive features in an individual, which increases
population diversity.

Extensive experiments have been conducted to validate
the effectiveness and efficiency of the SHM operator. The
results on 98 datasets show that the proposed method not
only significantly reduces tree size but also improves the test
accuracy compared to the other seven bloat control methods.
In addition, the comparison with 22 machine learning and
symbolic regression algorithms on all 120 datasets in PMLB
confirms the superiority of using the SHM operator in GP.
Further analysis of mutation probability in the supplementary
material shows that the proposed operator can be parameter-
free. The ablation study on the hash-based checking strategy
indicates that it is an effective way to increase population
diversity. Therefore, the proposed bloat control method can
significantly reduce tree size without sacrificing or even
improving regression performance.

In the future, there are three promising research directions
worth exploring. First, the generalization bound in this article
only considers the hoist mutation operator in each generation.
It would be better to prove that the generalization error is
also bounded when combining the hoist mutation operator
with crossover, mutation, and selection operators. Second, the
SHM operator proposed in this article is designed for small-
scale and medium-scale problems. In the future, it would
be worthwhile to investigate whether the proposed operator
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is also applicable to large-scale problems. One promising
direction is to apply the proposed operator in GP for neural
architecture search. However, defining the semantics in a
neural architecture search scenario is an issue that still needs
exploration. Finally, different features in each individual may
share the same building blocks. In the future, it is worth
investigating how to design a modular GP system to further
reduce tree size.
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