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Abstract
Evolutionary feature construction has been successfully applied to various scenar-
ios. In particular, multi-tree genetic programming-based feature construction meth-
ods have demonstrated promising results. However, existing crossover operators 
in multi-tree genetic programming mainly focus on exchanging genetic materials 
between two trees, neglecting the interaction between multi-trees within an individ-
ual. To increase search effectiveness, we take inspiration from the geometric seman-
tic crossover operator used in single-tree genetic programming and propose a macro 
geometric semantic crossover operator for multi-tree genetic programming. This 
operator is designed for feature construction, with the goal of generating offspring 
containing informative and complementary features. Our experiments on 98 regres-
sion datasets show that the proposed geometric semantic macro-crossover operator 
significantly improves the predictive performance of the constructed features. More-
over, experiments conducted on a state-of-the-art regression benchmark demonstrate 
that multi-tree genetic programming with the geometric semantic macro-crossover 
operator can significantly outperform all 22 machine learning algorithms on the 
benchmark.

Keywords  Evolutionar feature construction · Genetic programming · Geometric 
semantic genetic programming

1  Introduction

Automated feature construction is a key technique in the machine learn-
ing domain. The goal is to automatically construct features �(X) to improve 
the learning performance of a machine learning algorithm on a specific task 
(X, Y) =

{(
x1, y1

)
,
(
x2, y2

)
,… ,

(
xn, yn

)}
 [1]. Here, X represents input data, Y rep-

resents the corresponding target labels, and n represents the number of instances. 
Automated feature construction techniques have been successfully applied to various 
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areas, including regression [1], classification [2], clustering [3] and manifold learn-
ing [4]. Among existing evolutionary feature construction techniques, genetic pro-
gramming-based feature construction techniques have shown promising results in 
constructing expressive features for improving the predictive performance of exist-
ing machine learning algorithms [1, 5].

Genetic programming (GP) is a gradient-free and variable-length evolutionary 
algorithm [6]. For evolutionary feature construction tasks, tree-based GP is particu-
larly suitable since the constructed features can be naturally represented by GP trees. 
However, a single tree may not contain all the necessary information to fit a good 
machine learning model. Therefore, multi-tree GP has been developed to achieve 
better performance. The general idea of multi-tree GP is to simultaneously construct 
multiple relatively simple, informative, and complementary features for enhancing 
the learning performance of a machine learning algorithm. Multi-tree GP has been 
successfully applied to improve the predictive performance of machine learning 
algorithms on regression [7] and classification tasks  [2].

Although multi-tree GP has achieved great success in feature construction tasks, 
the existing crossover operators in multi-tree GP rarely consider the complementa-
rity between features during crossover. Formally, assuming L is the loss function, A 
is the learning algorithm, �i(X),�j(X) are two constructed features, if 
L(A, {𝜙i(X),𝜙j(X)}) > max{L(A,𝜙i(X)),L(A,𝜙j(X))} , then these two features are 
considered as complementary. For example, if a pair of constructed features 
�i(X),�j(X) have symmetrical semantics with respect to the target semantics Y, then 
the linear regression technique can determine a coefficient � to make the equation 
�i(X) + ��j(X) = Y  hold, thereby achieving the exact target semantics. For a tradi-
tional crossover operator in multi-tree GP, it randomly selects two GP trees �a

i
,�b

j
 

from two parents Φa,Φb for crossover, no matter whether they are complementary or 
not. To discover a set of complementary features, it is sensible to utilize a geometric 
semantic crossover operator to assemble GP trees under the guidance of semantics. 
The primary focus of geometric semantic crossover in this context is not only to 
consider �a

i
,�b

j
 during crossover, but also considering interaction between features 

such as �a
k
 in Φa . More specifically, if �a

i
 in Φa is complementary to �a

k
 in Φa , as 

illustrated in Fig. 1a, it is advisable to avoid disrupting �a
i
 and �a

k
 during crossover. 

Conversely, if the complementarity between �a
i
 and �a

k
 is not strong, and �a

i
 in Φa is 

complementary to �b
j
 in Φb , as depicted in Fig. 1b, performing a crossover to replace 

�a
k
 in Φa with �b

j
 in Φb is an optimal strategy.

In order to achieve this goal, we aim to propose a geometric semantic macro-
crossover operator (GSMX) for evolutionary feature construction.1 Different from 
the traditional crossover operator which focuses on exchanging genetic materials 
between different GP trees, the GSMX operator focuses on how to combine GP trees 
from different parents to get a set of relevant and complementary features. GSMX 
as a macro-crossover operator will perform crossover on the tree level instead of the 
subtree level. Specifically, we focus on the following objectives:

1  Source code: https://tinyurl.com/MAPMX-GPFC
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•	 To explicitly integrate relevant and complementary features, we develop a macro 
geometric semantic crossover operator that considers the geometric semantic 
relationships between GP trees in the crossover process.

•	 To make the constructed features relevant to the target label and complementary 
to each other, we propose two ways of implementing the GSMX operator: one 
based on the angle-driven selection operator (ADS) and the other on the multi-
dimensional archive of phenotypic elites algorithm (MAP-Elites).

•	 To make GSMX compatible with traditional crossover operators, we develop two 
modes to apply the GSMX operator in GP, which are parallel mode and sequen-
tial mode. The difference between them depends on whether an individual can be 
modified simultaneously by both GSMX and traditional crossover operations in 
one generation.

The remainder of this paper is organized as follows: Sect. 2 presents related work 
on semantic GP and crossover operators for multi-tree GP. In Sect. 3, the proposed 
approach is introduced in detail. Section 4 describes the experimental settings. Sec-
tion 5 reports the experimental results to demonstrate the effectiveness of the pro-
posed algorithm. Section 6 further analyzes the effectiveness of the proposed opera-
tor under different settings. Finally, Sect. 7 provides the conclusion and future work.

2 � Related work

2.1 � Geometric semantic operators

Over recent years, geometric semantic operators have become a popular topic in GP 
[8]. Unlike traditional genetic operators that randomly exchange genetic materials, 

Fig. 1   Two situations of complementarity need to be considered for crossover in multi-tree GP, where 
the complementarity is measured by the degree of symmetry with respect to the target semantics
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geometric semantic operators crossover or mutate genetic materials to fulfill the 
desired semantics. A pioneering work on geometric semantic operators is the geo-
metric semantic crossover (GSX) and geometric semantic mutation (GSM) [9]. 
GSX combines two GP trees to form a new GP tree, which ensures that the seman-
tics of the offspring lie on the line connecting the semantics of the parents. For-
mally, supposing the semantics of two parents as P⃗1 and P⃗2 , the semantics of the off-
spring O⃗ should satisfy 

‖P⃗2 − P⃗1‖ = ‖O⃗ − P⃗1‖ + ‖P⃗2 − O⃗‖ . GSM combines a GP tree with 
a randomly generated GP tree to perturb the semantics of a GP tree within a certain 
radius r. Formally, supposing the semantics of the parent as P⃗ , the semantics of the 
offspring O⃗ should satisfy ‖O⃗ − P⃗‖ ≤ r . However, a problem with GSX and GSM 
is that using them repeatedly will make GP trees grow exponentially. To solve this 
issue, maintaining a table in memory to store semantics can significantly reduce the 
computational cost  [10, 11], and hashing can be used to merge identical subtrees, 
alleviating the exponential growth problem of the GSX operator [12]. Nonetheless, 
the size of the final GP tree can still be up to 10,000 nodes. To obtain an inter-
pretable model, approximate semantic crossover operators have been developed to 
address the exponential growth problem  [13]. These operators search for subtrees 
that satisfy desired semantics from an external library to ensure that the offspring 
satisfy the desired semantics of geometric crossover [14], back-propagated target 
semantics [15], and projected semantics [16]. The approximated semantic crossover 
operators not only reduce model sizes but also improve the generalization perfor-
mance of the discovered model [17]. Alternatively, performing geometric semantic 
crossover on the subtree level instead of the tree level can also alleviate the exponen-
tial growth problem without an external library [18]. Moreover, geometric semantic 
operators have been studied from the perspective of variation rate self-tuning [19], 
efficient large data mining [20], and binary classification using the sigmoid function 
[21]. Although geometric semantic operators have been widely studied, geometric 
semantic operators for multi-tree GP still lack investigation and are worth exploring.

2.2 � Crossover operators in multi‑tree genetic programming

Unlike single-tree GP, which has only one GP tree in each individual in the popula-
tion, multi-tree GP has multiple candidates to be crossed and mutated, making the 
problem more complex. For multi-tree GP, the simplest crossover operator randomly 
selects an index across a parent individual and then uses the traditional crossover 
operator on the selected parent trees [1, 22]. Although these methods are intuitive, 
randomly selecting a GP tree to crossover may be more likely to disrupt good GP 
trees or to leverage bad GP trees. In some algorithms, a random crossover operator 
has been proposed to cross two whole GP trees rather than two subtrees [22, 23], 
but these operators do not explicitly consider the semantics of GP trees, making it 
difficult to maintain complementary features. In the data imputation task [24], the 
importance of GP trees is considered when performing crossover, and experimental 
results show that using a higher probability to mutate important features is the most 
effective approach. In a job shop scheduling task, a self-competitive crossover and 
mutation operator [25] is designed to modify the worst GP tree in each individual. 
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Although several crossover operators have been designed for multi-tree GP, these 
crossover operators focus on exploiting important GP trees based on the importance 
value of GP trees, whereas the semantics of each GP tree are not explicitly consid-
ered, leaving room for improving effectiveness using semantics.

2.3 � Evolutionary feature construction

Evolutionary feature construction is an automatic feature construction technique that 
has a history of more than 20 years [26] and has shown excellent performance in 
recent years [27, 28]. Generally, evolutionary feature construction techniques can be 
categorized into three types based on the evaluation method: filter-based, wrapper-
based, and embedded methods. Filter-based feature construction methods use sim-
ple metrics instead of a learning algorithm to measure the quality of features with 
respect to the target labels, such as information gain [29], Pearson correlation [30], 
and other information-theoretic measures [31]. The filter-based feature construc-
tion methods are fast, and the constructed features can generalize well to different 
machine learning algorithms. However, since they do not rely on any machine learn-
ing algorithms, performance improvement might be limited. In contrast, wrapper-
based feature construction methods evaluate features based on specific machine 
learning algorithms, such as a decision tree [7], a linear model [22], a random forest 
[1], or a heterogeneous ensemble model [32, 33]. They are more time-consuming 
than filter-based methods, but they can achieve better performance on the specific 
algorithm. Finally, the embedded methods embed feature construction in the learn-
ing process [34]. Representative examples include GP-based symbolic regression 
methods, which construct features and models simultaneously using the GP method.

3 � The proposed method

3.1 � Overall framework

In this paper, we propose a geometric semantic crossover operator (GSMX) for a 
multi-tree GP-based evolutionary feature construction algorithm. The overall algo-
rithm consists of four parts, as follows:

•	 Population Initialization: The population initialization stage randomly generates 
N GP individuals, each with m trees, using the ramped half-and-half method, 
where m GP trees represent m constructed features.

•	 Solution Evaluation: The solution evaluation stage uses all GP trees {�1 …�m} 
to construct a set of features {�1(X)…�m(X)} , with ridge regression determin-
ing the coefficients of these features. To encourage generalization on unseen 
data, a leave-one-out cross-validation method is applied to the training data to 
obtain predictions {ŷ1,… , ŷn} for fitness evaluations. In this paper, squared errors 
between predicted values and target values, i.e., {(ŷ1 − y1)

2,… , (ŷn − yn)
2} , are 
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defined as fitness cases. Finally, the mean value of all fitness cases determines 
the fitness value for model selection.

•	 Parent Selection: Parents are selected using the automatic �-lexicase selection 
operator [35]. The general idea of lexicase selection is to initialize a candidate 
pool P based on all individuals in the current population, and then construct 
multiple filters based on the fitness cases to filter out individuals in the candi-
date pool until only one individual remains, which is then selected as the parent. 
In this paper, the filter is defined as minp∈PLk(p) + �k [36], where Lk(p) repre-
sents the fitness value of individual p on training instance k, and �k represents 
the median absolute deviation of fitness values on training instance k for all indi-
viduals in the candidate pool.

•	 Offspring Generation: Once two parents are selected, the offspring are generated 
using the random subtree crossover and mutation operators. For an m-tree GP, 
the crossover and mutation operators are repeated m

∕
2 and m times , respectively, 

to encourage the exploration of GP trees.

Although the simplest way to crossover parents Φa and Φb is to exchange sub-
trees �a and �b between randomly selected GP trees �a and �b in Φa and Φb , a more 
effective approach is to swap GP trees based on their semantics to take relevancy 
and complementarity into consideration. Specifically, the goal is to best approximate 
the target semantics with the weighted average of all GP trees in an individual : ∑m

i=1
wi�i(X) ≈ y , where weights wi are determined by linear regression.

To achieve this goal, the proposed geometric semantic crossover oper-
ator (GSMX) crosses two GP individuals based on their semantics 
{�a

1
(X),… ,�a

m
(X)} ∪ {�b

1
(X),… ,�b

m
(X)} to obtain a set of relevant and complemen-

tary GP trees {��
1
…��

m
} as a new individual that approximates the target seman-

tics. Figure 2 presents an example of the ideal behavior of GSMX in genotype and 
semantic space. Figure 2a shows the view from the genotype space, where GSMX 
selects {�a

1
,�a

3
} from parent A and {�b

1
,�b

4
} from parent B to form an offspring. The 

reason for selecting these two pairs of trees is illustrated by the geometric relation-
ship between the trees in Fig. 2b. As it shows, �1 and �3 in parent A, and �1 and �4 
in parent B, are complementary with respect to the target semantics, as their cosine 
similarities are exactly -1. Therefore, selecting these four trees allows the linear 
combination of the constructed features to equal the target semantics. The following 
sections will introduce how to implement such an operator.

3.2 � Sequential mode and parallel mode

The GSMX operator is compatible with the traditional crossover and mutation 
operators, and it can be applied in either a sequential mode or a parallel mode. The 
key difference between the two modes is whether the GSMX operator and the tradi-
tional variation operator can be used on the same individual. The purpose of having 
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these two modes is to explore the best way to combine GSMX with the traditional 
crossover and mutation operators. An illustrative example is presented in Fig. 3. The 
details for these two modes are described as follows:

•	 Parallel Mode: The GSMX operator is applied in parallel with standard crosso-
ver and mutation operators. The choice between using the GSMX operator or 
standard genetic operators is determined by a predefined probability pGSMX . For 
each pair of parents, based on the probability pGSMX , either GSMX or standard 
operators are chosen, resulting in a new population generated by a combination 
of GSMX and standard operators. Another key aspect is that the GSMX operator 
produces only a single offspring from two parents, as the set of less-important 
features is discarded.

•	 Sequential Mode: The GSMX operator is invoked with a probability of pGSMX 
before applying standard genetic operators. Firstly, this mode invokes lexi-
case selection four times to select two pairs of parents ΦA,ΦB,ΦC,ΦD . Then, 
it combines relevant and complementary features from two pairs of parents 
{ΦA,ΦB}, {ΦC,ΦD} to produce two offspring ΦO1,ΦO2 . Finally, traditional 
genetic operators can make further changes on ΦO1,ΦO2 to fine-tune GP trees.

3.3 � Two implementations of GSMX

In this section, we presents two alternative approaches for implementing macro-
crossover in genetic programming: MAP-Elites and Angle-Driven Selection. 
Both methods aim to consider complementarity by measuring the cosine simi-
larity between GP trees during macro-crossover, thereby improving the search 
effectiveness.

Fig. 2   View of GSMX from genotype space and semantic space
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3.3.1 � MAP‑elites for macro‑crossover

The goal of the GSMX operator is to form a set of relevant and complementary 
GP trees in the offspring individuals. To achieve this goal, we propose using MAP-
Elites, a niching algorithm that has shown promising results in many quality-diver-
sity optimization tasks [37, 38]. The general idea of MAP-Elites is to map individu-
als into a low-dimensional behavioral space and then discretize the behavioral space 
into multiple cells. On each cell, the elite can be chosen according to their fitness 
values. By identifying elites located at different regions of the behavior space, we 
can maintain a high-quality and complementary set of GP trees as the offspring.

The process of using MAP-Elites for GSMX can be divided into four steps:

•	 Step 1. Data processing: At the beginning of MAP-Elites, semantics of GP trees 
are centralized according to the target semantics, which ensures that the cosine 
similarity is calculated using the target semantics as a central point.

•	 Step 2. Dimensionality reduction: The second step is dimensionality reduction. 
This is necessary because the curse of dimensionality can make the number of 
elite cells very large and fail to select elites. In this paper, we use cosine ker-
nel principal component analysis (KPCA) to reduce the semantic space to a 
two-dimensional space, which has shown superior performance to other dimen-
sionality reduction methods in MAP-Elites for evolutionary ensemble learning 

Fig. 3   Workflow of different modes for GSMX
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[39]. To be specific, the reason for using a cosine kernel is because using cosine 
similarity as the distance metric in MAP-Elites can make it explicitly consider 
the complementarity of different features. In an ideal scenario, if two features 
that have an exact cosine similarity of -1 with respect to the target semantics 
have been identified, they can be used to accurately estimate the target semantics 
through a linear combination method.

•	 Step 3. Discretization: After reducing the semantic space from ℝn to a behavioral 
space of ℝ2 , MAP-Elites discretizes the behavioral space into a k × k cell with 
equal distance between the cells.

•	 Step 4 Elite Selection: For each cell gi,j , where i, j ∈ [1, k] , MAP-Elites selects the 
most important GP tree ei,j in gi,j , where the importance value of each GP tree � is 
determined by the absolute value of its coefficient �� in the linear model. If no GP 
tree is in the cell, gi,j , ei,j is marked as a nonelement. To avoid the scale difference of 
constructed features influencing the magnitude of coefficients, all constructed fea-
tures are standardized before training the linear model.

At the end of the MAP-Elites selection, we rank all elements in the grid 
{ei,j ∣ i, j ∈ [1, k]} according to their importance values in a descending order. Then, we 
simply select the top-m trees to form an offspring individual with m GP trees. However, 
the number of elites in the elite grid may be less than m, making the above process 
unable to select enough features. If this occurs, GSMX repeats the MAP-Elites process 
until enough features have been selected.

3.3.2 � Angle‑driven selection for macro‑crossover

The GSMX operator is a general concept and there are multiple ways to implement it. 
The Angle-Driven Selection (ADS) is another way to implement the GSMX operator, 
which consists of three steps:

•	 Step 1. Redundant feature elimination: At the start of the macro-crossover process, 
redundant features are eliminated to ensure that no semantically equivalent features 
appear in the offspring. For speedup, the hash value h(�(X)) is calculated using 
SipHash [40] for compressing the semantics of each feature � , and then the seman-
tic equivalence is checked based on hash values.

•	 Step 2. Roulette wheel selection: In this stage, the roulette wheel selection operator 
is used to select a feature � based on the normalized importance values of all fea-
tures. The importance value is the same as the importance value defined in MAP-
Elites, which is the absolute value of the corresponding coefficient in the linear 
model.

•	 Step 3. Angle-driven pairing: Based on the selected feature � , the angle-driven 
selection mechanism selects the feature �′ with the maximal cosine distance with 
respect to � . This is because the feature with the maximal cosine distance is the 
feature that has the most symmetrical semantics with respect to the target semantics. 
In the ideal scenario, the angle-driven pairing process can identify a pair of features 
that have a cosine similarity of −1. This enables an exact estimation of the target 
semantics by using a linear combination of the complementary features.
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To generate a child individual, Steps 2 and 3 are executed repeatedly m
2
 times until m 

features have been selected.

4 � Experimental settings

4.1 � Datasets

In this paper, we conduct experiments on Penn Machine Learning Benchmark (PMLB) 
[41]. Due to limited computational resources, in ablation studies, 98 datasets with less 
than 2000 data instances in PMLB are used. The properties of these datasets are pre-
sented in Fig. 4. Figure 4 shows that the largest dataset has 1059 instances, whereas 
the smallest dataset only has 47 instances. As for the number of features, they are 
within the range of 2 to 124. When comparing with machine learning algorithms, all 
120 regression datasets from PMLB are used, resulting in the maximum number of 
instances in the experimental datasets being 1,000,000.

4.2 � Parameter settings

The parameter settings are shown in Table 1, and most of them are common settings used 
in the existing literature. The population size is set to 30 times the number of features D, 
with a maximum limit of 300. This is because high-dimensional datasets require more 
computational resources to discover good high-order features. To avoid the problem of 
zero division, the analytical quotient (AQ) operator [42] is used to replace the division 
operator.

Fig. 4   Properties of the regres-
sion benchmark
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4.3 � Comparison methods

4.3.1 � Macro‑crossover operators

This paper proposes two methods for implementing the Geometric Semantic Macro-
Crossover (GSMX) algorithm: Angle-Driven Selection (ADS) and MAP-Elites. 
Both methods can be applied in either sequential or parallel mode, resulting in four 
macro-crossover operators. These operators are named MAP-Elites Macro-Crosso-
ver Operator in parallel (MAPMX-P), Angle-Driven Macro-Crossover Operator in 
parallel (ADMX-P), MAPMX in sequential (MAPMX-S), and ADMX in sequential 
(ADMX-S). The standard Genetic Programming (STD-GP) serves as the baseline 
for comparison.

4.3.2 � Micro‑crossover operators

As GSMX is a macro-crossover operator, it is compatible with traditional crosso-
ver operators in GP. In this paper, we also investigate the performance gain brought 
by using MAPMX-P in conjunction with different micro-crossover operators. In the 
default implementation, we use a random crossover operator to crossover GP trees 
by randomly selecting a GP tree in each GP individual. To ensure sufficient variation 
for m GP trees in each individual, we repeat the random crossover operator m times 
under the control of crossover probability. However, existing literature offers more 
advanced crossover operators for multi-tree GP than the random selection operator. 
In this paper, we consider two micro-crossover operators:

•	 Self-Competitive Crossover (SCX) [25]: This is a biased crossover operator [43] 
that replaces a subtree of the least important tree in parent A with a subtree of the 
most important tree in parent B, while leaving the most important subtree in par-
ent B intact. This biased crossover operator ensures exploration without disrupt-
ing important GP trees.

Table 1   Parameter settings for GP

Parameter Value

Population Size 30 × D
Maximal Number of Generations 100
Crossover and Mutation Rates 0.9 and 0.1
Maximum Tree Depth 8
Maximum Initial Tree Depth 2
Number of Trees in Each Individual 20
Elitism (Number of Individuals) 1
Macro-Crossover Rate 0.2
Functions Add, Sub, Mul, AQ, Sin, Cos, Abs,

Max, Min, Negative
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•	 Probability Best Index Crossover (PBIX) [24]: This crossover operator selects 
the tree to be crossed with a probability proportional to the importance value of 
each tree. The importance of each tree in PBIX is defined as the Kolmogorov-
Smirnov distance between the features constructed by a GP tree in the source 
domain and the target feature in the target domain [24].

It is important to note that both operators require defining the important trees in 
each individual. In this paper, the importance value of each GP tree is defined as the 
absolute value of the coefficient for each GP tree in each individual. While the origi-
nal implementation of PBIX and SCX operators are invoked only once for multi-
tree GP, it is possible to invoke PBIX operator m times to facilitate the exchange of 
genetic materials. Consequently, this section considers five crossover operators:

•	 SCX: SCX uses the most important and the most unimportant GP tree in each 
individual.

•	 PBIX: Performing PBIX once.
•	 PBIX-All: Performing PBIX m times.
•	 RIX: Performing Random Crossover once.
•	 RIX-All: Performing Random Crossover m times.

4.4 � Evaluation protocol

The evaluation protocol used in this paper follows the conventional protocol used 
in the machine learning domain. Specifically, datasets are split into training and test 
sets in a ratio of 80:20. For each combination of algorithms and datasets, experi-
ments are conducted for 30 independent runs with different random seeds. Based 
on the experimental results, a Wilcoxon signed rank test is performed with a signifi-
cance level of 0.05.

5 � Experimental results

5.1 � Comparisons of macro‑crossover methods

Table  2 provides a statistical comparison of the test R2 scores of four macro-
crossover operators, namely MAPMX-P, ADMX-P, MAPMX-S, and ADMX-S, 
with the standard GP (STD-GP). The results show that MAPMX-P outperforms 
STD-GP on 37 datasets while only performing worse on 5 datasets, validating the 
effectiveness of the proposed semantic macro-crossover operator in multi-tree GP. 
In contrast, the angle-driven macro-crossover operator only outperforms STD-GP 
on 18 datasets, indicating that the MAP-Elites selection mechanism is crucial for 
the improvement of the effectiveness of the semantic macro-crossover operator. 
Additionally, changing from parallel mode to sequential mode can degrade the 
performance of both ADMX-P and MAPMX-P. MAPMX-S is significantly worse 
than MAPMX-P on 27 datasets, whereas it is only better on 5 datasets. As for 
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ADMX-S, it performs worse than ADMX-P on 9 datasets, while is only better on 
1 dataset. Thus, it is not recommended to use sequential mode for MAPMX and 
ADMX.

To gain a deeper understanding of the success of GSMX, the evolutionary 
plot of test R2 scores with respect to different macro-crossover operators on four 
representative datasets is presented in Fig. 5. The plot demonstrates that GSMX 
significantly improves the test R2 scores over standard GP in early generations. 
This can be explained by the MAP-Elites mechanism in GSMX tries to explic-
itly maintain a set of relevant and complementary features. Thus, despite fea-
tures in early generations have low predictive performance, they can still work 
well as long as they are complementary with each other with respect to the target 
semantics.

Moreover, Table 3 shows that GP with ADMX leads to significantly better fit-
ness values than standard GP on 94 out of the 98 datasets and is not worse on any 
dataset. Combining these results with those presented in Table 2, we can conclude 
the performance degradation of GSMX compared to STD-GP on 5 datasets might 
be caused by overfitting. For example, GSMX outperforms STD-GP on the "sleuth 
case" dataset [44], which has 6 features but only 147 instances, in terms of fit-
ness values, but performs worse on test R2 scores. Thus, if the overfitting problem 
of GSMX can be alleviated in the future, we can expect that GSMX will further 
improve the test R2 scores of GP.

It is worth noting that MAPMX-P performs well on both low-dimensional and 
high-dimensional datasets. As shown in Fig. 6, MAPMX-P still outperforms STD-
GP on datasets with 50 dimensions and even with 100 dimensions.

5.2 � Comparisons of micro‑crossover methods

The experimental results for the micro-crossover operator are presented in 
Table  4. The results indicate that MAPMX-P can significantly improve test R2 
scores when used with any of the micro-crossover operators. For instance, when 
applied with the PBIX operator, MAPMX-P significantly improves the predic-
tion performance on 41 datasets while only exhibiting worse performance on 
6 datasets. Interestingly, applying micro-crossover operators multiple times 
can be better than using them once only. One potential reason is that applying 

Table 2   Statistical comparisons of test R2 scores using different macro-crossover operators.

(“+",“∼ ", and “-" indicate using the method in a row is better than, similar to or worse than using the 
method in a column.)

ADMX-P MAPMX-S ADMX-S STD-GP

MAPMX-P 23(+)/71(∼)/4(-) 27(+)/66(∼)/5(-) 35(+)/57(∼)/6(-) 37(+)/56(∼)/5(-)
ADMX-P – 6(+)/90(∼)/2(-) 9(+)/88(∼)/1(-) 18(+)/78(∼)/2(-)
MAPMX-S – – 8(+)/87(∼)/3(-) 22(+)/74(∼)/2(-)
ADMX-S – – – 11(+)/87(∼)/0(-)
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Fig. 5   Evolutionary plot of test R2 scores for different macro-crossover operators

Table 3   Statistical comparisons of best fitness values on training set using different macro-crossover 
operators

ADMX-P MAPMX-S ADMX-S STD-GP

MAPMX-P 91(+)/5(∼)/2(-) 91(+)/7(∼)/0(-) 91(+)/6(∼)/1(-) 94(+)/4(∼)/0(-)
ADMX-P – 8(+)/77(∼)/13(-) 60(+)/38(∼)/0(-) 80(+)/17(∼)/1(-)
MAPMX-S – – 62(+)/32(∼)/4(-) 78(+)/19(∼)/1(-)
ADMX-S – – – 55(+)/42(∼)/1(-)

Fig. 6   Summary of the sta-
tistical comparison between 
MAPMX-P and STD-GP on 
98 datasets with respect to the 
number of features
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micro-crossover operators multiple times can provide sufficient variation to dis-
cover good enough solutions within a limited number of generations. Conversely, 
applying micro-crossover operators only once may only modify an unimportant 
feature of an individual, with little impact on fitness improvement. Thus, RIX-
ALL outperforms RIX on 10 datasets and is only worse on 1 dataset. Based on 
this advantage, combining MAPMX-P with RIX-ALL achieves top-notch per-
formance compared to all competitors. Specifically, this operator is significantly 
better than all other crossover operators except for combining MAPMX-P with 
PBIX-ALL, which has a similar performance.

Table 4   Statistical comparisons of test R2 scores with different micro-crossover operators and using 
GSMX or not

RIX PBIX RIX-ALL

SX 6(+)/77(∼)/15(-) 9(+)/79(∼)/10(-) 0(+)/86(∼)/12(-)
RIX – 8(+)/83(∼)/7(-) 1(+)/87(∼)/10(-)
PBIX – – 0(+)/89(∼)/9(-)
RIX-ALL – – –
PBIX-ALL – – –
MAPMX+SX – – –
MAPMX+RIX – – –
MAPMX+PBIX – – –
MAPMX+RIX-ALL – – –

PBIX-ALL MAPMX+SX MAPMX+RIX

SX 15(+)/65(∼)/18(-) 4(+)/60(∼)/34(-) 3(+)/54(∼)/41(-)
RIX 27(+)/58(∼)/13(-) 11(+)/52(∼)/35(-) 6(+)/50(∼)/42(-)
PBIX 18(+)/74(∼)/6(-) 12(+)/52(∼)/34(-) 12(+)/40(∼)/46(-)
RIX-ALL 24(+)/72(∼)/2(-) 15(+)/65(∼)/18(-) 12(+)/54(∼)/32(-)
PBIX-ALL – 14(+)/38(∼)/46(-) 17(+)/38(∼)/43(-)
MAPMX+SX – – 4(+)/78(∼)/16(-)
MAPMX+RIX – – —
MAPMX+PBIX – – —
MAPMX+RIX-ALL – – —

MAPMX+PBIX MAPMX+RIX-ALL MAPMX+PBIX-ALL

SX 3(+)/56(∼)/39(-) 1(+)/39(∼)/58(-) 1(+)/35(∼)/62(-)
RIX 3(+)/49(∼)/46(-) 3(+)/34(∼)/61(-) 1(+)/37(∼)/60(-)
PBIX 6(+)/51(∼)/41(-) 4(+)/36(∼)/58(-) 2(+)/40(∼)/56(-)
RIX-ALL 9(+)/66(∼)/23(-) 5(+)/56(∼)/37(-) 5(+)/55(∼)/38(-)
PBIX-ALL 15(+)/35(∼)/48(-) 10(+)/36(∼)/52(-) 10(+)/31(∼)/57(-)
MAPMX+SX 2(+)/79(∼)/17(-) 2(+)/49(∼)/47(-) 2(+)/50(∼)/46(-)
MAPMX+RIX 5(+)/90(∼)/3(-) 2(+)/72(∼)/24(-) 3(+)/75(∼)/20(-)
MAPMX+PBIX – 1(+)/73(∼)/24(-) 2(+)/71(∼)/25(-)
MAPMX+RIX-ALL – – 4(+)/90(∼)/4(-)
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5.3 � Comparisons with machine learning algorithms

To fully investigate the performance improvement brought by using the GSMX 
operator, we name a standard multi-tree GP algorithm (STD-GP) with the proposed 
MAPMX-P operator as MAPMX-GP, against 22 state-of-the-art symbolic regres-
sion and machine learning algorithms on 120 datasets. Figure 7 presents the median 
normalized test R2 score, model size, and training time over the 120 datasets. Here, 
the test R2 scores are normalized to eliminate the differences in difficulty between 
different datasets. Specifically, the test R2 scores are normalized using s−smin

smax−smin
 based 

on the maximum score smax and the minimum score smin that the 23 algorithms can 
achieve on each dataset. The experimental results show that MAPMX-GP achieves 
the best normalized test R2 scores among the 23 algorithms and has a smaller model 
size than PS-Tree, which is the state-of-the-art symbolic regression algorithm in 
terms of test R2 scores. With respect to the training time, although MAPMX-GP 
takes more time to train than PS-Tree, its training time is shorter than that of SBP-
GP. These results indicate that MAPMX-GP achieves top-notch performance with-
out incurring overly complex models and excessive time consumption. Figure 8 pre-
sents the statistical comparison results of normalized test R2 scores with 
Benjamini-Hochberg correction [45] to make the results of multiple testing more 
reliable. The experimental results show that MAPMX-GP significantly outperforms 
other methods. It is worth noting that STD-GP is the same as MAPMX-GP in gen-
eration operators, selection operators and the fitness evaluation function, with the 
only difference being the lack of use of the MAPMX-P operator. Figures 7 and 8 
demonstrate that MAPMX-GP significantly outperforms PS-Tree, whereas STD-GP 
is significantly worse than PS-Tree, indicating that the MAPMX-P operator is the 
key component for the outstanding performance of MAPMX-GP. Moreover, 
MAPMX-GP has the same order of magnitude in computational cost as STD-GP. 
This is reasonable since MAPMX-GP does not require additional fitness evaluations, 

Fig. 7   Median normalized R2 scores, model sizes and training time on 120 regression problems
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and the extra computation cost only occurs during the crossover process. Also, 
although MAPMX-GP is based on the philosophy of geometric semantics, it does 
not suffer from the problem of exponential growth, because MAPMX-GP discards 
some GP trees during the crossover process. Thus, as shown in Fig.  8, it has the 
same order of magnitude in model size as STD-GP.

6 � Further analysis

6.1 � Analysis of success rate

To gain a comprehensive understanding of why GSMX outperforms other crosso-
ver operators and why macro-crossover is beneficial for multi-tree GP, evolution-
ary plots of successful crossover rates on four representative datasets for both the 
macro-crossover operator and the micro-crossover operator are presented in Figs. 9 
and 10, respectively. The successful crossover rate is calculated as the ratio between 
the number of successful crossovers and the total number of crossovers. In both 
MAPMX-P and ADMX-P, a successful macro-crossover is defined as when the 
macro-crossover operator generates an offspring that is better than all its parents. In 
both MAPMX-S and ADMX-S, if an individual is produced by macro-crossover and 
is superior to its parents, it is deemed a successful macro-crossover, regardless of 
subsequent micro-crossover/mutation.

The success rate of macro-crossover operators is shown in Fig.  9. The experi-
mental results demonstrate that MAPMX-P has a success rate of 0.5, even in later 
generations, which is significantly higher than the success rate of other macro-cross-
over operators. The larger success rate of MAPMX-P over ADMX-P confirms the 

Fig. 8   Pairwise statistical comparisons of normalized R2 test scores on 120 regression problems
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benefits of using MAPMX-P. Additionally, both MAPMX-S and ADMX-S have 
a lower success rate than their parallel variants, indicating that successful macro-
crossover will be disrupted by the micro-crossover/mutation operators if applying 
micro-variation operators immediately after macro-crossover. Therefore, it is more 
appropriate to apply the macro-crossover variation in parallel with the micro-crosso-
ver operator to achieve good search effectiveness.

Figure  10 further shows the successful variation rates of the micro-variation 
operator. The results indicate that the success rate of the micro-variation operator 
does not vary significantly, regardless of the accompanying macro-crossover opera-
tor. Moreover, it is clear that the micro-crossover operator only has a success rate of 
0.05, which is significantly lower than the success rate of macro-crossover opera-
tors. These results reveal that MAPMX-P has a higher crossover success rate than 
traditional genetic operators, meaning that applying a macro-crossover operator 
on a pair of parent individuals is more likely to improve them than applying tradi-
tional genetic operators. This can explain the performance improvement brought by 
MAPMX-P over other traditional genetic operators.

6.2 � Impact of macro‑crossover probability

In this paper, macro-crossover is recommended to be used in parallel with the 
standard crossover operator. In this case, balancing between the macro-level 

Fig. 9   Evolutionary plot of success rate for different macro-crossover operators
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crossover and micro-level crossover is important. To investigate the impact of dif-
ferent crossover probabilities, we conduct experiments for four possible probabilities 
{0.01, 0.05, 0.2, 0.5} . Table 5 presents the results of using different macro-crossover 
probabilities. The test results for R2 scores suggest that a probability of 0.2 is suit-
able for macro-crossover. Specifically, when compared to a probability of 0.05, a 
probability of 0.2 outperforms significantly on 14 datasets and underperforms on 4 
datasets. Similarly, compared to a probability of 0.5, a probability of 0.2 shows sig-
nificantly better results on 11 datasets while performing worse on 4 datasets. Nev-
ertheless, using MAPMX-P is always better than not using it. As shown in Table 5, 
even a low probability like 0.01 can be significantly better than not using MAPMX-
P on 8 out of the 98 datasets, without performing worse on any dataset.

7 � Conclusions

The aim of this paper is to improve the search effectiveness of GP-based evolutionary 
feature construction methods by leveraging semantic information in crossover. This is 
achieved by proposing a GSMX operator that uses MAP-Elites to maintain a set of 
complementary features during crossover.

The performance of the proposed GSMX operator was validated on 98 datasets. 
Experimental results show that using the GSMX operator in multi-tree GP can sig-
nificantly improve search effectiveness and yield better R2 scores compared to using 

Fig. 10   Evolutionary plot of success rate for micro-crossover/mutation operators when combined with 
different macro-crossover operators
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only the standard crossover operator. Furthermore, a comparison between four variants 
of the GSMX operator reveals that applying the GSMX operator in parallel with the 
standard crossover operator is the best choice, and using MAP-Elites in macro-crosso-
ver is superior to using angle-driven selection in macro-crossover. Finally, experimental 
results on the state-of-the-art symbolic regression benchmark demonstrate that multi-
tree GP with GSMX can outperform all other 22 algorithms, highlighting the superior 
performance of using GSMX in multi-tree GP-based evolutionary feature construction 
algorithms. Moreover, experimental results with micro-crossover operators indicate 
that the proposed macro-crossover operator can significantly improve the performance 
when combined with five different types of micro-crossover operators.

In this work, GSMX is applied for regression tasks. In the future, it would be inter-
esting to investigate whether such a macro-crossover operator can be applied to other 
applications, such as classification [2] and clustering problems [3]. For these problems, 
the lack of target semantics is the major challenge, and using state-of-the-art opera-
tional research algorithms to estimate target semantics may be a feasible approach.
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