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ABSTRACT

In this paper, two global measures of image similarity are
compared for use in topological localization of mobile robots.
A catadioptric vision system was used as the sensor. Our lo-
calization system employs a discrete Bayes filter. Experimen-
tal results with real images of an office environment indicate
the robot can localize itself from the memorized training im-
ages even with the modification of the environment.

Index Terms— Localization, Bayes filter, omnidirectional
images, mobile robot.

1. INTRODUCTION

In this paper, we compare two global techniques of image
similarity by performing image-based localization on real im-
ages of an office environment. Image-based localization con-
sists of matching the current image captured by the mobile
robot with the training images stored in the memory of the
robot. Visual sensors, in comparison with other sensors used
in mobile robot localization (e.g. sonar sensors, laser range
finders, GPS), are highly informative as well as inexpensive.

We have performed image-based localization using omni-
directional camera as the sensor. The most important advan-
tage of the omnidirectional camera over a normal perspective
camera is rotational invariance i.e. the same area of the envi-
ronment is captured independent of the camera’s orientation
[1]. Another advantage is the large field of view; this also
makes the system robust against small changes in the envi-
ronment.

Image-based mobile robot localization can be broadly cat-
egorized into two areas: global image comparison techniques
and feature-based techniques. In global image comparison
techniques, characteristics of the whole image are collectively
used to describe a view. On the other hand, feature-based
techniques identify visually salient features in the image. The
primary advantages of global techniques over feature-based
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techniques are that global techniques are simple and com-
putationally fast. In this paper, we have used two different
global techniques for image comparison, namely histograms
and fourier transform.

We intend to use these global techniques in topological
localization. Topological representation can be thought of as
a coarse graph-like representation, where nodes correspond
to significant places in the environment; these nodes are in-
terconnected by traversable paths [2]. Building a topological
map representation for the image-based mobile robot local-
ization system is the next step in our research work. For the
time being, we have used a sequence of images for the exper-
iments instead of a topological map representation.

The rest of the paper is organized as follows: the next
section gives an overview of the related work. The image
comparison methods are described in section 3, section 4 de-
scribes the image-based localization technique, section 5 pro-
vides the experimental results and section 6 concludes the pa-
per.

2. RELATED WORK

Histogram-based matching is a well known method among
the global techniques of image-based mobile robot localiza-
tion. Ulrich and Nourbakhsh used histogram-based matching
technique for the purpose of place recognition for topologi-
cal localization in [1]. The eigenspace decomposition of the
training images was used in [9]. Krose et al. used principal
component analysis for image comparison in [5]. Stricker et
al. proposed a method based on the Fourier-Mellin transform
to compare images in [11]. Another popular global technique
for image-based localization is Fourier transforms which was
used in [3, 12].

Feature-based techniques for image-based localization can
be described based on the detection method of the local fea-
tures. Stereo cameras were used to calculate the range and
bearings to the image features in [13]. Single camera-based
featured position estimation was performed in [14, 15]. David
Lowe proposed a method for using scale-invariant image fea-
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tures for localization in [16]. In this paper, we chose to use
global techniques for image-based localization; we intend to
use feature-based techniques in our future work.

3. IMAGE COMPARISON

A sound image comparison technique is very important for
an image-based localization system. The aim is to determine
a similarity or dissimilarity measure for each pair of images,
which gives an observation of how visually similar the two
images are. In this paper, we have used two global techniques
for image comparison, namely histograms and Fourier trans-
form.

3.1. Using histograms

For an image-based localization system, one of the major prob-
lems is to store a large number of images in the memory
database, which takes a large amount of space. Histograms
are good solutions for this problem. In our experiments, they
require very little memory space. As a result, the amount of
memory required to store an image can be reduced. Image
histograms are rotationally invariant i.e. images captured at a
certain location of the environment with different orientations
should have identical histograms. In order to determine how
well two image histograms match, three histogram matching
techniques have been used in this paper, they are given below:

o Jeffrey divergence method
o 2 statistics method
e Sum of absolute difference method

A good overview of different histogram matching techniques
is given in [4]. The Jeffrey divergence method is numerically
stable and robust with respect to size of histogram bins [17].
It is defined as:

hi h;
dy(H;, Hy) =Y (hilog mz +hjk10g—ni:) M
k

where, m;, = @L’“ and h;j, and hjy, are the histogram en-
tries of the two image histograms H; and H; respectively.

The x? statistics method was used in [1, 4]. A detailed
description of this method can be found in [18]. It is defined
as:

(hik — mk)Z
de(Hi, Hy) = 2k T 2
XZ( ]) - mE (2)
where again, m;, = @L’“ and h;y, and hj are the his-

togram entries of the two image histograms H; and H; re-
spectively.

The last image comparison method is a straightforward
one, the dissimilarity measure is obtained by the sum of the

(d)

Fig. 1. Sample images from 4 image databases: (a) Original,
(b) Night, (c) Twilight, (d) Winlit. Image position (1,2).

absolute differences of the two image histogram entries:
ds(Hi, Hy) =Y |hik = hys] (3)
k

where, h;;, and hj;, are the histogram entries of the two image
histograms H; and H; respectively.

3.2. Using Fourier transform

Similar to image histograms, the magnitude of the Fourier
transform of an image is invariant to the rotation of the image
around the optical axis. The panoramic image is transformed
row by row via the Fourier transform.
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where I; and I; are the two panoramic images, each having
m rows. F;i (1) and Fj; (1) are the Fourier coefficients of the
I'" frequency of the k' row of images I; and I; respectively.
This method was also used in [12].

The Fourier coefficients of the low frequency components
of the panoramic image are stored to represent the image. In
our experiments, we took the first 30 frequency components,
because the later frequency components have very small val-
ues and thus can be neglected in the calculation of the dissim-
ilarity measure.

4. IMAGE-BASED LOCALIZATION

Image-based localization consists of matching the current im-
age experienced by the mobile robot with training images
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Fig. 2. Image comparison with (a) Jeffrey divergence (b) x?
statistics (c) Sum of absolute difference method (d) Fourier
transform. The test image is the first image of the image
database original positioned at (0,0) and the training images
are the first 10 images from the image database original .

stored in the memory of the robot. In a new environment,
the mobile robot is lead along a route and training images are
captured. Then if a new test image is captured, it is compared
with all the training images and an hypothesis is formed about
the current location of the mobile robot. This hypothesis is re-
fined using the discrete Bayes filter as soon as the robot starts
to move and new test images are captured. So the output of
image-based localization system is a location which refers to
one of the training images.

In this paper, our experiments were done using two types
of localization problems, namely local localization and global
localization. When a mobile robot first starts to localize itself
in the environment, it has no knowledge of its location in the
environment; this is known as global localization. In case of
local localization, the initial location of the robot is known by
the mobile robot. Global localization is more difficult than
local localization, because at the beginning there is no knowl-
edge about the location of the robot, so the algorithm starts
with equal probability given to each training image.

Our image-based localization system is able to perform
both types of localization. A probabilistic approach is used in
this paper i.e. we will represent the robot’s belief of its loca-
tion as a probability distribution. There are a number of ways
to represent probability distributions: continuous or discrete,
single or multiple hypothesis. In this paper, we used a discrete
Bayes filter, with probability distribution approximated by an
array of possible locations (i.e. training images).
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Fig. 3. Experimental image setup for image-based localiza-
tion. Black dots refer to training images (90 cm apart) and
black plus signs refer to test images (30 cm apart). The image
sequences are 30 cm apart from each other.

4.1. Bayes filter

The general form of the Bayes filter is given below:

bel(xy) = /p(xt\ut,xt-l)bel(xt-l)dxt_l ©)

bel(x¢) = np(zt|we)bel(x:) (6)

where, x; is the robot’s state at time ¢, u; is the control in-
put at time ¢, z; is the sensor measurement at time ¢ and 7 is
a normalizing factor. bel(x;) is the robot’s belief that it is in
some state x;. A belief distribution assigns a probability to
each possible hypothesis with regards to the true state [10].
Belief distributions are posterior probabilities over state vari-
ables conditioned on the available data. bel(x;) is the pre-
dicted belief. It predicts the state at time ¢ based on the previ-
ous state posterior, before incorporating the measurement at
time ¢.

Equation (5) updates the belief to account for the robot’s
motion. This generates the prediction bel(x;). Equation (6)
achieves the measurement update. It incorporates the sensor
values and combines this information with the prediction to
update the belief.

In this paper, we used a discrete Bayes filter which is
given by equations (5) and (6), with the exception that the
integration is replaced by summation. In order to localize the
mobile robot, a probability distribution is maintained over all
the training images. So the output of the discrete Bayes filter
is a probability distribution over all the training images. The
training image with the highest probability value refers to the
probable location of the mobile robot in the environment.
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4.2. Motion Model

The motion model p(x¢|us, x:—1) gives the probability of a
transition from position x;_; to x;.

Generally motion models are based on odometry informa-
tion. The motion model of the differentially driven robot was
used in [8].

If a mobile robot is at a certain location in the environ-
ment and it makes a forward motion, it is very probable that it
will move to a neighbor location in the next time instant; the
probability of moving to a place far from its current location
is very low. As a result the motion model can be represented
using a Gaussian probability distribution, as used in [7]. The
motion model is defined as:

1 —dist(zg,z4_1)

plxe|ug, vio1) = ——=e o @)
\/2mo?2

In the above equation, the function dist(x¢, 1) refers
to a measurement of the distance between the two places x;_1
and x;; and o, is the standard deviation of the distances. In
our experiment, the robot moves one step forward in each
time instant, we assumed the distance between two adjacent
places to be 1. In our experiments, the robot can either move
one step forward or stay at the same place in case of no move-
ment; thus a value of o, = I is reasonable.

4.3. Measurement Model

The measurement model p(z;|x;) gives the probability of ac-
quiring sensory observation z; under the assumption that the
robot is positioned at x;.

In mobile robotics, different types of sensors are used to
acquire sensory observations, such as laser range finders, ul-
trasonic sensors, camera, etc. The measurement model in
[6] is composed of some discrete and continuous measure-
ments: node degree, node equidistance, edge travel distance
and feature map landmark location. Goedeme et al. [7] used
a Gaussian probability distribution to represent the measure-
ment model and we have adopted this approach. As men-
tioned in [7], there exists a low probability of acquiring an
image at a certain location that differs substantially from the
training image taken at that location. The measurement model
is defined as:

1 —diff(hy,ha)

p(ztlr) = ——=e € ®
\/2mo?

In the above equation, the function dif f(hy, ha) is ob-
tained by image comparison methods explained in the previ-
ous section, and o, is the standard deviation measured on the
data.
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Fig. 4. Demonstration of the image-based global localization.

5. EXPERIMENTAL RESULTS

5.1. Image database

A database of images was collected in the robotics labora-
tory of Bielefeld University, the database is publicly avail-
able at www.ti.uni-bielefeld.de/html/research/avardy. Images
were collected by a camera mounted on a pioneer mobile
robot. The camera was a catadioptric system consisting of
an upward looking camera with a hyperbolic mirror mounted
over it. The hyperbolic mirror expanded the camera’s field of
view to allow the capture of omnidirectional images. A de-
tailed description of the image databases and the catadioptric
vision system can be found in [2]. Figure 1 shows sample im-
ages from the image databases: original, night, twilight and
winlit. Image database original refers to the standard or de-
fault condition of the room, with the curtains and door closed.
Images of the database night were captured at night with the
curtains and door open. Images of the database twilight were
captured just after the sunset, at that time the room was still
receiving plenty of daylight, the curtains and door were kept
open. In the images of the database winlit, only the two lights
near the window were kept on.

000916

Authorized licensed use limited to: IEEE Xplore. Downloaded on December 1, 2008 at 11:45 from IEEE Xplore. Restrictions apply.



Table 1. Image-based Mobile Robot Localization Results (With distant training and test image databases):

Training image database | Test image database | Jeffrey divergence | y? statistics | Sum of difference | Fourier Transform
Original _0 Original _0 100% 100% 100% 100%
Original 0 Original 1 100% 100% 100% 100%
Original 0 Original 2 93.75% 81.25% 75% 81.25%
Original 0 Original 3 81.25% 5% 56.25% 75%
Original 0 Original 4 75% 56.25% 37.5% 62.5%
Original 0 Original_b 25% 18.75% 18.75% 56.25%
Original 0 Original 6 12.5% 12.5% 12.5% 31.25%

Table 2. Image-based Mobile Robot Localization Results (With modified environment):

Training image database | Test image database | Jeffrey divergence | x? statistics | Sum of difference | Fourier Transform
Original 0 Original _1 100% 100% 100% 100%
Original 0 Night_1 93.75% 87.5% 81.25% 100%
Original 0 Twilight_1 93.75% 81.25% 75% 93.75%
Original 0 Winlit_1 18.75% 6.25% 6.25% 37.5%

5.2. Results
5.2.1. Image Comparison Results with different methods

Figure 2 shows the dissimilarity measure using both histogram
and Fourier transform methods. For all the image compari-
son methods, the test image is the first image of the image
database original positioned at (0,0), and the training images
are the first 10 images from the database original. The dis-
similarity function behaves as expected in all four cases, the
dissimilarity of the test image is smallest for the first training
image positioned at (0,0), and then it increases for other im-
ages. In other words, the dissimilarity function increases with
spatial distance over larger area.

5.2.2. Results of the image-based localization system

Figure 3 shows the experimental image setup for image-based
localization system. Black dots refer to training images (90
cm apart) and black plus signs refer to test images (30 cm
apart). There are 6 images in the sequence of training images
and 16 images in the sequence of test images, as can be seen
from figure 3. The image sequences are 30 cm apart from
each other.

Our image-based localization system is able to perform
both local and global localization. Global localization is per-
formed by initializing the system with uniform probability
distribution; while for local localization, the initial location of
the mobile robot was given. The task is to determine which
training image the robot is closer to for a certain test image.
If, for example, the location where the test image is captured
is closer to the second training image, then the second train-
ing image should have the highest probability value. Figure 4
demonstrates the image-based global localization. Black dots
refer to training images (90 cm apart) and the black plus sign
refers to the current image (i.e. test image). In figure 4(a), the

system is initialized with uniform probability distribution, so
each training image has the same probability value (depicted
by equal sized circles around the black dots). When the robot
moves forward, the first training image obtains the highest
probability value, as this training image is the closest to the
current image; the training image with the highest probability
value is depicted by a large circle and the training image with
the second highest probability value is depicted by a small
circle. Our localization experiments were done with four dif-
ferent image databases. The comparison is based on the ratio
of successful localizations; for example, if the number of test
images is 16 and the number of successful localization is 15,
then the result is 93.75%.

For the first experiment, the distances between the se-
quence of training images and that of test images were 0,
30, 60, 90, 120, 150 and 180 cm respectively. The results
are summarized in table 1. It can be observed from the ta-
ble that the ratio of successful localizations is almost 80%
even when there is 60 cm distance between the training and
test images (for training database original_0 and test database
original_2); afterward, the ratio decreases as the distance be-
tween the training and test images is increased. The Jeffrey
divergence method and the Fourier transform method per-
formed well in this experiment.

For the second experiment, the sequence of training im-
ages and that of test images is 30 cm apart; but different test
image databases were used; the results are summarized in ta-
ble 2. It can be observed from the table that our image-based
localization system performs well even with modified envi-
ronments; the Fourier transform method works better than the
histogram methods for this experiment. It should be noted
that no method performed well when the test images were
taken from the image database winlit; because only two lights
in the room were kept on for the images in the database win-
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lit, so the room was really dark as can be seen from Figure
1(d). This image database has significant illumination change
from all the other databases, we intend to look further into
this illumination change problem in our future works.

6. CONCLUSION AND FUTURE WORK

In conclusion, we can say that we have successfully com-
pared two global methods of image comparison for topolog-
ical localization of mobile robots. The only sensor used is
an omnidirectional camera. A probabilistic approach using
the discrete Bayes filter was taken. The experiments were
done using four image databases; our image-based localiza-
tion system performed well with distant training and test im-
age databases, it worked well even with modified conditions
of the same environment. The Jeffrey divergence method and
the Fourier transform method performed well in our exper-
iments. Future extensions of this work include developing a
topological map for image-based localization and implement-
ing the system with feature-based techniques like SIFT. We
intend to test our system in a larger and more complex envi-
ronment.
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