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- Mobile robots have much lower degrees-of-freedom.
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A **generalized Voronoi diagram** (GVD) consists of all points in free space which are equidistant to the two closest obstacles.
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This technique is more than just a path planning device. The resulting vectors provide a low level control law for guiding the robot.
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