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- We consider the second point first, known as the *correspondence problem*
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- Note that the shift in image features from one image to another is purely horizontal.
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The computed disparity values ranged from 0 to 30; these values were mapped to $[0, 255]$ for display; Clearly disparity is proportional to range.
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- Assume the following:
  - Pixel \((x_l, y_l)\) in the left image corresponds with pixel \((x_r, y_r)\) in the right image (result of correspondence search)
  - The two cameras are parallel and separated by a distance \(b\), known as the baseline

- In the following figure...
  - \((x, y, z)\) is the position in space of some object
  - \((x_l, y_l)\) represents the coordinates of the object in the left image plane
  - \((x_r, y_r)\) represents the coordinates of the object in the right image plane
  - \(f\) is the distance from the lenses to the image plane: the \textit{focal length}
  - Note: All coordinates are in the world reference frame. There is a further mapping from world to image coordinates.
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The final image pixel-to-pixel mapping can be stored in a look-up table to accelerate this process.
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The top and bottom of the wall are now parallel
Middlebury stereo vision page.